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1.0 ISIS Requirements

ISIS 7000 is a high function real time editing gyst and placed extensive demand on a
network infrastructure. The design of the solui®key, to the successful operation and user
acceptance of any new broadcast deployment.

1.0.1 Quality of Service — Latency and Jitter

The real time nature of editing high bandwidth wde a collaborative environment means
that tolerance for delay and jitter is small. Talelé below shows that 5mS is the maximum
latency which should be considered acceptable.

Value | Behavior Comments
Oms System performs on test network as if
locally attached

5ms Noticeable degradation in scrubbing RECOMMENDED Maximum Jitter and
performance, slight delay in play function Latency - combined
(minimal)

10ms | Particularly noticeable delay in scrubbing, USEABLE
1s delay from pressing play to material
playing, may not be suitable for editors
20ms | More noticeable delay in scrubbing, 2.5s UNSUITABLE
delay from pressing play to material
playing — this would most likely be
unsuitable for editors

50ms | Unusable delay from pressing play, buffer NOT USEABLE
ran out after 4-5 seconds and then started
dropping frames

100ms | system will not mount ISIS workspaces, NON FUNCTIONAL
reports network errors

Based on the tests performed to determine maximum fibre optic distances, 5ms is an
acceptable latency; this translates to a distance of a connection of approx. 1000-1500km*
where it would be acceptable to the operator.

*Given that the speed of light constant in a vacuum, 'c' is exactly 299,792,458 metres per second, the figure of

1 millisecond per 300km might be an accurate estimate for the purpose of latency calculation over distance

However, propagation speed in media is significantly lower than c, for glass roughly 1/2 - 2/3 of light speed in
vacuum, depending on the refraction index of the media., so a figure of 1 millisecond per 200km is more appropriate .

Jitter or the variation in latency is also a factart tends to have less of an impact than
latency, 5mS of jitter added to 5mS of latency m80of latency, and the performance of the
client will suffer. However, the usability of the@lication is dependant upon the nature of
the application, for example an Interplay Produt#yowse client being used to review
material will be affected much less by latency thaxewsCutter or Media Composer client
actively editing.
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1.0.2 Blueprint Architecture for Cisco and ISIS

Cisco and Avid have jointly published (April 201®Xocument that provides
recommendations to enable Broadcasters to depltariiiise Network Architectures
supporting the Media Workflow Platform (MWP)

Best Practices for ISIS Networking in a Cisco eoniment is available from the Cisco
Website and the Avid Website and the Avid Knowletlgee URL:
http://avid.custkb.com/avid/app/selfservice/seaspf?Docld=362611

1.1 The Border Switch

Most ISIS 7000 implementations require some compaiians between the ISIS VLANS
and with the corporate network. A suitable laysm8tch is required to provide this service.
There are different designs which can be applieddver the list of tested devices and
configurations is limited.

Avid uses the concept of Zones to define requieselk of functionality and Quality of
Service that must be provided. Zones are descib&éction 1.2

1.2 Zone Descriptions

ISIS Client vs. Zone Description

Zone-1 Client

— Connected to ISIS VLAN(S) via ISS 1Gb Port (direennect)

Zone-2 Client

— Connected to ISIS VLAN(S) via 1Gb port on Avidadjtied L2 Switch (non routed)

Zone-3 Client

— Connected to an Avid Qualified Layer-3 Switch (&) with known QoS

— Traffic routed to ISIS (1 hop) and load balanaetbss ISIS VLANs (~60/40 ratio) A
Zone-4 Client

— Connected to Customer’s house network using Ghest® Edge/Core Switch with unknown Sl
QoS

— Traffic routed to ISIS (? Hops) and load balanaewbss ISIS VLANSs (~60/40 ratio) ‘

Support for different client types vary by Zoneor &xample in ISIS 7000 V1.x typical Zonal
definitions might have deployed as:
— Zone-1: AirSpeed Playout, Transfer Manager
— Zone-2: AirSpeed Ingest, Editors,
— Zone-3: Interplay Production Engines, Instincisist, Certain Editors (e.g. NC)
Typically: DV25, DV50/IMX-50, MPEG-Rroxy (2 Mb/s)
— Zone-4: Instinct, Assist
Typically: DV25, MPEG-2 Proxy (2 MY)/

With ISIS V2.x hardware the fabric bandwidth hasrgase significantly and many devices
can be used in Zone or Zone 3 depending on thecafiph, and regardless of BW demand
up to the limits of the ISS. The necessary planmsngerformed by a Network Consultant or
for less complex scenarios a Project Engineer
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Sometimes a smaller switch will be cascaded (damketl from) off a larger switch, but still
be within the QoS administration of Avid. One exdenof this would be a Cisco Catalyst
4900M connecting to ISIS with and aggregated 10@heotion, with the Video client
connecting via local Cisco Catalyst 4948 which amtrback with 10G to the Cisco Catalyst
4900M. This could provide both Zone 2.1 and/or Z8rfeconnections, and has been
deployed successfully.

Zone 2 - a Gigabit Ethernet (L2) switch port witdieect 10G connection to ISIS
Zone 2.1 - a Gigabit Ethernet (L2) switch port wathindirect 1 hop 10G connection to ISIS
Zone 2.2 - a Gigabit Ethernet (L2) switch port wathindirect 2 hop 10G connection to ISIS
Zone 3 - a Gigabit Ethernet (L3) switch port watllirect 10G connection to ISIS
Zone 3.1 -a Gigabit Ethernet (L3) switch port wathindirect 1 hop 10G connection to ISIS
Zone 3.2 -a Gigabit Ethernet (L3) switch port watlindirect 2 hop 10G connection to ISIS

Note Zone 2.2 and 3.2 have not been deployed

Highest bandwidth

Lowest bandwidth S
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In a well designed network, and with correct deplent Zone 4 video clients work very
well. If the network design is not adequate andrnth are incorrectly deployed the users will
be dissatisfied.

1.3 Qualified Switches
A small number of L3 switches are qualified forstgoport Gigabit Ethernet connected Avid

Video clients. For ISIS 1.x the Cisco Catalyst @949GE and Foundry FESX424. Added in
ISIS 2.x is the Cisco Catalyst 4900M. These swiscare tested with each software release.

With ISIS the release of v2.4 (AUGUST 2011) The reatalyst C4948E (already deployed
with 1SIS5000) receive formal approval, and alse FESX624 which is a direct IPv6 capable
replacement of the discontinued (by Brocade/FourndBsX 424

The Avid ISIS 7000 Ethernet Switch Reference Guaidailable at:
http://avid.custkb.com/avid/app/selfservice/seaspi?Docld=348609

These documents describe the base configuratiaheetwork example and provides sample
files configuration files as starting points to tmmize the configuration.

AVID

Note FESX series switches do not support the usiofity 7 in combination with 802.1Q
VLAN tags and medium/high resolution ISIS clienthis change takes effect from Code
version 2.4

The workaround is to use all ports as priority O:

qd 1896 0 interface ethernet 1
qd 2896 0 no flow-control

!

qd 24 896 0 interface ethernet 2
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interface ethernet 24
no flow-control

Alternatively the priority ignore-8021p commandshbe used on the 10G interfaces as

below.

interface ethernet 48
port-name TO HAVE A NAME
no flow-control

priority 7

interface ethernet 49
priority ignore-8021p
priority 7

1.3.1 Using Fast Ethernet

Gigabit Ethernet is the preferred connection fodaVices, however data clients, such as
Capture Manager and Control Air can connect at Edstrnet, as the LAN data messaging is
low bandwidth and less time critical (time critiegoplication are likely to be RS422 serial
connected). Also the Avid Lo-Res Encoder has a Etstrnet connection, see section 1.15
for more information.

NOTE: Since 2008 the need to consider anything@gabit Ethernet in a
professional broadcast environment has become almasexistent.

1.3.2 Using SMC 8724ML3

Very small ISIS solutions can use the 24 Port SM&28Layer 3 Gigabit Ethernet switch.

This device has only been approved for data cliemsvideo clients. While this switch does

have two 10 Gigabit Ethernet ports, using thesstmect with ISIS is not supported. The

typical use of this device is to connect for exaarglCapture Manager on the ISIS left VLAN

to an AirSpeed on the right VLAN, plus give a datanection to the corporate network to S

receive software updates. '
Note: Avid stopped selling this switch in 2009. ‘

1.4 Approved Switches

Whereas qualified switches are sold by Avid, cugtofunded testing has been performed on
many switches, some of which have been approvedifect connection to ISIS.
Configuration using approved switches must be abwath Avid Network consultants.

1.4.1 Cisco 6500
This switch is approved in certain configuratioméyo Approved 6500 Components:

WS-SUP720-3B Catalyst 6500/Cisco 7600 Supervisor 720 Fabric MGPEC3B
WS-X6748-SFP Catalyst 6500 48-port Gige Mod: fabric-enabled (RePs)
WS-X6748-GE-TX Cat6500 48-port 10/100/1000 GE Mod: fabric enabiett45s
WS-X6704-10GE Cat6500 4-port 10 Gigabit Ethernet Module (req. >XAXS)
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WS-X6708-10GE Cat6500 8-port 10 Gigabit Etheetiule (req. X2 modules) ) restrictions apply
see below

XENPAK-10GB-LR 10GBASE-LR XENPAK module

XENPAK-10GB-SR 10GBASE-SR XENPAK module

NOT APPROVED FAILED TESTING
WS-X6548-GE-45AF
WS-X6148-GE-45AF

Gigabit links between switches

Note 1.4.1aWS-SUP720-3B versus WS-SUP720-3BXL The XL mdaed more on board
memory for routes, netflow, ACLs etc, and we dosk these facilities so it should not be an
issue. It may be that customer already uses WS-3WBBXL and has on-site spares so it is
more convenient.

Notel.4.1b:WS-X6724- xxx is also acceptable as it has theesarchitecture as the WX-
X6748-xxx, but it has fewer ports and the opticaision uses the larger GBIC modules.

Notel.4.1c:In Q1 2008 Cisco introduced some new supervisatules with integrated 10G
uplinks

Model numbers VS-S720-10G-3C and VS-S720-10G-3CXL.

The VS-SUP720-10G-3C uses a similar switch-falarithe WS-SUP720 models, but
features a new generation of PFC with -3C & 3CXLdels.

The VS products are more capable and add somaadditapabilities such as Virtual
Switch Support (VSS) and Multi-chassis EtherchaiiliC), Plus some on-board 10G A
ports. =

If the solution did not use these extra functiarg] only connects Avid devices to approved
interface cards, it is very likely to work just @nHowever as this product has not been teste
by Avid, and at the time of writing, no commitmeitsuitability can be made by Avid. ‘

1.4.2 Use of WS-X6708-10G-3C

Avid recommend the used of the WS-X6704-10GE iatsfcard which has a non blocking
architecture.

The used of the Cisco WS-X6708-10G interface caw Cisco 6500 is permitted with some
restrictions, as outline below:

The 6708 is oversubscribed by design. It is adtadt has 80 Gb/sec full duplex
connectivity, but only has 40 Gb/sec backplane loidipg with only ports 1, 2, 5 and 6 can
be run at line rate to realize the full backplanaedwidth. because of the way the board has
been designed to share 40 Gb/sec of bandwidthstties8 ports. For example, if you try
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run ports 1,2,3 and 4 at line rate/full duplex yall see ~21% packet loss using 1518 byte
frames. If you try to run all 8 ports at line réad duplex you will incur 50.3% packet loss.
There are some data flows that show greater thabb4€ec within the 6708 blade. In those
cases, port pairings are such that the data ikittintg the backplane; rather it is passed port
to port via the Distributed Forwarding Card (DFC).

ISIS 7000 should only be connected to ports 1,&)&b6. Connecting ISIS to ports 3, 4, 7
and 8 is not supported, but these ports could bd fs onward connections. Using these
contended ports to connect a Catalyst 4948 shaultbeptable, but it might result in
reduced throughput in extreme conditions, in migasons this will not be a factor.

When used in the corporate network (Zone 4) orslimétween the distribution and access
layer switches the contended nature of the cardldhwt have a negative impact on ISIS
clients, providing BW demand does not exceed ablkaleapacity.

1.4.3 Use of WS-X6716-10G-3C

The WS-X6716-10G interface card has not tested\ogl. A'his card is a 4:1 oversubscribed
interface card which can be used in dedicated g#mpode. When used in the oversubscribed
mode it would not be suitable for direct connectionSIS as part of the Border Switch.
When used in DEDICATED mode its capabilities excdedWS-X6704-10GE and hence
should be suitable for direct connection to ISI®as of the Border Switch.

1.4.4 SUP 2T and 6800 /6900 series 1/0 module

These new products were release by Cisco in Q2/26dhave not been tested by avid at
(RELEASE 1.9 of DOCUMENT AUGUST 2011.

The new 6908 10G module is a 1:1 8 port devicentpkull advantage of the new 80Gbps
slots with 256MB buffer per port. THIS PRODUCT I&KILEY TO BE WELL SUITED
BUT HAS NOT BEEN TESTED

The 6800 series I/O modules, appear to be sinfikw the 6700 equivalents when it comes to
buffers!

The 6816 10G module is still 4:1 and uses only 40¢e 80G backplane access.

THIS PRODUCT IS LIKLEY TO BE WELL SUITED BUT HAS ND BEEN TESTED

The 6848 (/24) again uses the only 40G (20G) oBOi® access, which is not unreasonable,
but they have the same 1.17MB per port buffer a6i8.. THIS PRODUCT IS LIKLEY
TO BE WELL SUITED BUT HAS NOT BEEN TESTED

There is also a the 6816 10G copper module.
THIS PRODUCT IS LIKLEY TO BE WELL SUITED BUT HAS NO BEEN TESTED

The 6816 modules should be fine for cascading dowt¥948 edge access devices that are

moderately loaded, and for UHRC connections, butwell suited for direct connection with
ISIS unless the port group is in PERFORMANCE mauatéhe bandwidth loadings are
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relatively low. THIS PRODUCT IS LIKLEY TO BE WELL SITED BUT HAS NOT

BEEN TESTED

1.4.5 Cisco Catalyst 4500 Classic
This switch is approved in certain configuratiomsgyo

WS-X4516+10GE

Cisco Catalyst 4500 Supervisor Engine V-10GE, ® XGlgabit Ethernet, console
RJ-45

WS-X4013+10GE

Cisco Catalyst 4500 Supervisor Engine II-Plus,1DxGigabit Ethernet, console R
45

WS-X4506-GB-T

Cisco Catalyst 4500 Gigabit Ethernet Module, 6 $&A/100/1000 802.3af PoE o
1000BASE-X (SFP)

WS-X4548-GB-RJ45

RJ45—Cisco Catalyst 4500 Enhanced 48-Port 10/100/Mbdule (RJ-45)
FOR Interplay Production ASSIST BROWSE RESOLUTION CLIENTS
ONLY

X2-10GB-LR

10GBASE-LR X2 module

X2-10GB-SR

10GBASE-SR X2 module

1.4.6 Cisco Catalyst 4500 Enhanced

The Catalyst 4500-E has not been tested by Avideatime of writing this document. This
models feature different chassis, supervisor cadilimterface cards to those in the 4500
Classic. However the 4900M which is now qualifisdased on the same Supervisor 6
architecture, as 4500-E but there is no directetation on Enhanced WX-X46xx 1/0

modules.

WS-X4606-X2-E

Catalyst 4500 E-Series 6-Port 10GE)(R.5 :1 Contended

WS-X4624-SFP-E

Catalyst 4500 E-Series 24-Port GEPJS

WS-X4648-RJ45V-E

Catalyst 4500 E-Series 48-Port P@E00/1000(RJ45)

Due to the heritage of this device and the improstmtsin the Supervisor 6 architecture this
is considered a safe, even though not officiallyraped.

Testing by Cisco Engineers against Avid specifest profiles and subsequent project
deployment as a Zone 4 edge device, has shownshay WS-X4648-RJ45V-E in
combination with the Supervisor 6 is suitable 819 2.x Gigabit Ethernet clients using
DNxHD resolutions editors based on a 2:1 oversuysen profile of 512KB chunks.
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24 48

Single
10GE as
Tested Ingress
Two 10GE 24 26
as Ingress

Single All All
10GE as

Extrapolation ~ Ingress
Two 10GE All 26
as Ingress

A 7 slot chassis with SUP6E and the WS-X4648 Gigathernet interface card was used.
Default queue limits were unchanged.

Use of additional 10Gigabit Ethernet interface sasdnot supported.

The Catalyst 4500-E is not approved for direct @mtion to ISIS or 10G UHRC clients.

Bandwidth Per Line Card Slot using Supervisor 6-E:

Up to 24 Gbps on slots 1-4 & 7; 6 Gbps only onss&tl0.

This will significantly impact performance of high speed cards used in a
low speed slot.

i When using 10 slot 4510E Not all slots have the t&&4Gbps backplane.

1.4.7 Cisco Nexus 7000

The Cisco Nexus 7000 is an extremely capable svsterell suited to ISIS video clients. It
was tested with ISIS 7000 V2 by Avid in Februarl 2@&nd has received approval status
with selected I/O modules, described below, ortlwill appear as APPROVED in the
qualified switch guide updated and part of the I3l&point release due in August 2011.

1 Nexus 7000 with 48 port 1-Gb module (copper) NMK48GT-11,
1 32 port 10-Gb module (optical) N7K-M132XP-12;

BIOS 3.19.0, Kickstart 4.2(4), System 4.2(4), CBI®S 02.01.05 CMP
Image 4.2(1)

* The software version of the NEXUS 7000 tested wesde®n 4.2(4),
current Version at March 2011 is System 5.1(2).
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The N7K-M108X2-12L uncontended 8 port 10G moduteadso suitable but has not been
explicitly tested.

The 6MB per port buffer on the 48 port Gigabit Ettet interface card mean this module will
easily capable of supporting an Avid editing clgent

The capability of the 10G interface cards and fglexceed those of the approved Catalyst
6500 10G interface cards (described elsewherdsrdtitument).

A Nexus 7000 is a core grade switch and directhyneating ISIS with 10G connections (or
any access level device) to the primary core cogatras best practice design. When Nexus
7000 is deployed as a local/production core/distidm direct connection from ISIS with
10G connections is viable.

Follow-on testing in July 2011 confirmed the shili#dy of Nexus 7000 to be used with
aggregate 10G links when connecting with ISIS 7000.

The Port channel must be configured on the 10Gfates as  to
channel group NN mode on

this will show in the config file as
channel group NN
mode onnot shown

1.4.9 Foundry/Brocade FESX 448/648

This switch is similar to the FESX 424, and carubed in place of FESX 424 because it
provides additional buffering. A
Note FESX/SUPERX series switches do not supportigieeof Priority 7 in combination with -
VLAN tags and medium/high resolution ISIS clienthis change takes effect from Code '

version 2.4 ‘
The workaround is to use all ports as priority O:

qd 1896 0 interface ethernet 1

qd 2896 0 no flow-control

!

qd 24 896 0 interface ethernet 2

no flow-control

interface ethernet 24
no flow-control
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Alternatively the priority ignore-8021p commandshbe used on the 10G interfaces as

below.

interface ethernet 48
port-name TO HAVE A NAME
no flow-control

priority 7

interface ethernet 49
priority ignore-8021p
priority 7

Note: In AUG 2010 Brocade announced the End of 8flbe FESX 424 as part of a product
consolidation. End of Support is MAR 2016. Thestixig IPv6 capable products, ESX
624/648, are a direct replacement based on the shipset, but with some additional
functions, which can be enabled by a license strifige FESX 624 was tested by Avid in
FEB 2011 and found to provide equivalent suppardad ISIS clients.

Brocade FESXv4 series

* EOL Notification Date AUG/18/2010

* Last Time Order (LTO) Final, Date FEB/28/2011
e EOL Last Ship Date (LCS) MAR/31/2011
* End of Support (EOS) Date MAR/31/2016

1.4.10 Foundry/Brocade SuperX

This switch is the same family as the FESX (inghme way that the Cisco Catalyst 4948
and Catalyst 4500 are sibling products). This pcbthas been tested in the 8 Slot version and
may be used with the dual port 10G card and thea2dSFP or 10/100/1000 interface cards
in certain configurations only The 16 Slot versismot supported

SX-FI12GM-4- Fastlron SuperX Management-1 module with 12 combo copper / fiber
PREM Gigabit Ethernet ports (10/100/1000 Mbps (RJ45) or Gigabit Ethernet Fiber
(SFP) connectivity per port), 400 MHz processor and 256 MB SDRAM.
Software includes advanced Layer 2 and full Layer 3 services (BGP-4,
OSPF, RIP, VRRP, VRRPE, DVMRP, PIM-SM and PIM-DM).

AVID

FI-SX1-4-DC Fastlron SuperX bundle with 8-slot chassis, fan tray and 1 DC power supply
SX-Fl142XG Fastlron SuperX 2-port XFP 10-Gigabit Ethernet module
SX-Fl424C Fastlron SuperX 24-port 10/100/1000 Ethernet module

The SX800 or Super X is equally suitable; the défee is that the SX has redundant
management cards without additional Gigabit Ethigpoets, whereas the SuperX has a
single management card with 12 Gigabit Ethernetispor

ALSO SUPPORTED

SX-FI424HF Fastlron SuperX 24-port 100/2000 Combo Fiber Etstermodule
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Note FESX/SUPERX series switches do not supportigieeof Priority 7 in combination with
802.1Q VLAN tags and medium/high resolution ISI®mis. This change takes effect from
Code version 2.4

The workaround is to use all ports as priority O:

qd 1896 0 interface ethernet 1
qd 2896 0 no flow-control

!

qd 24 896 0 interface ethernet 2

no flow-control

interface ethernet 24
no flow-control

NOTE: When using 10G clinks for cascaded switches & HRC clients
@ the QD setting must be correctly set.

1.4.10.1 Setting for Queues on SX

With SX switch the QD setting for the 10G egresd from Core to edge must be set
correctly. The default setting will restrict penfioance.

A QD setting ofQD <m/p> 4095 and correspondin@QD ,m/p> 4095 0 must be set
on these ports. In fact it is recommended to setah ALL 10G inter-switch ports that will
carry ISIS traffic. And all 10G port which conneotISIS.

It should also be applied on ports which connecR@H:lients but there appears to be little
benefit to having a value above 2048. However ak @8G port is its own Packet Processor
it will be simpler to apply QD @D <m/p> 4095 and correspondin@D ,m/p> 4095

0 to all 10 G ports

All ports should use priority O not priority 7

AVID

1.4.11 Foundry/Brocade Big Iron RX

The Biglron RX switch was added as a solution Imuday 2008 and this is reflected in
version 1.3 of the Avid ISIS 7000 Ethernet Switafétence Guide available at, Current
version :http://avid.custkb.com/avid/app/selfservice/seasp?.Docld=348609

The RX-8 Chassis was evaluated with:
RX-BI-MR Management Module
RX-BI-SFM3 Fabric Module
RX-BI-24C
RX-BI24F
RX-BI-4XG
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Testing included 10G Link aggregation to ISIS a@llink aggregation with a Cisco
Catalyst 6500 acting as “Zone4” switch.

This type of switch is likely to be used in largake deployments only.

1.5 Non Approved Switches, Modules and VolP

Just because a switch has not been tested by Aeisl mbt mean it will not be suitable for an
ISIS client. However, if your system encountersoemns Avid will be unable to support the
system. Another key point to consider when thedwig deployed in Zone 4, the
responsibility to administer this switch and pravitecessary QoS resides with the customer
not Avid.

A full analysis of the workflow and end to end dete may find that the chosen non-
approved switch is in fact suitable. Avid ProfessilbServices group can be engaged to
provide consultancy to determine such requiremamdissolutions.

In the sections below some alternative productslis@issed along with their suitability, or
lack of suitability, depending on workflow.

1.5.1 Cisco Catalyst 3750

The 3750E (also 3560E) has 10G uplink interfaceghmismall 2MB buffer per 24 ports
mean that this product cannot be deployed formgl{tiSIS medium resolution) clients, any
client using the default setting WILL FAIL! WhenIclients are set as Low resolution, this
wire-speed switch is suitable of supporting IntayphAssist/INews Instinct even at some
resolutions considered HD. Also this configurati®suitable for Interplay Access (with or
without Interplay Streaming server) and INews datly clients.

When the 3750E is uplinked at 1G to a 4900/4948utiiple 1G connecting clients, this

relies on the excellent dynamic buffer of the 49@@8 to support the bursty traffic which

will oversubscribe the downlink port. The quanstif concurrent ISIS clients which can be g
supported depend on ISIS version and video resoluti

Note: this should also apply to the Catalyst 37%&xd 3560X) which is essentially a ‘
re-packaged and cost reduced version of the CABNEOE, without permanently

integrated 10G electronics which must now suppdiggarately. But as at JAN2011

no proven experience of this product is avialble.

The legacy Cisco Catalyst 3750G (also 3560G) casumatessfully be directly connected to
ISIS via 10G. However there are some deployedliatitans that cascade a 3750G from a
Cisco Catalyst 4948/4500 or 4900M via a 1G uplmknultiple 1G connecting clients. This
relies on the excellent dynamic buffer of the 49@@8 to support the bursty traffic which
will oversubscribe the downlink port. The quantifyconcurrent ISIS clients which can be
supported depend on ISIS version and video resoluti

The 3750G is suitable for Interplay Access (witwathout Interplay Streaming server) and
INews data only clients.
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1.5.2 Cisco Nexus 5500/5000/2000

The Nexus 5500/5000 is a layer 2 switch with srpaffers, hence unsuitable for deployment
of Gigabit Ethernet connected Avid editing client$ias not been tested by Avid and its
status is not approved. The same applies to thesN2800 module. When ISIS clients are set
as Low resolution, this wire-speed switch shouldble to supporting Interplay Assist but
would be a very expensive solution for this task.

Note: The one customer that unsuccessfully attesrpteleploy this switch against the
advice of Avid, replaced it with the qualified Ces€atalyst 4900M.

The Nexus 5000 might be suitable to connecting UHRC clients as Zone 2 devices, but it
has not been tested by Avid in this way and iteistas not approved.

1.5.4 4908 10G module for Cisco Catalyst 4900M

This is a 2:1 contended I/0O module and has not bestad by Avid. It should not be
connected directly to Avid ISIS. However, it shoble suitable for connecting low demand
cascaded switches (e.9.494810-GE) or 10G UHRCtslighere the average maximum BW
demand does not exceed 5Gbps. Use of this I/O raaglumot explicitly supported,
nevertheless implemented correctly it should bd sweted, and has been successfully
deployed in several customers supporting suboreliG4948 switches.

1.5.5 Juniper EX3200 and EX4200

These two switches from Juniper are similar in abaristics to Cisco 3750E with respect to
ISIS video traffic. When uplinked by 10G interfadrg the small buffer per 24 ports mean
that this product cannot be deployed for editir®$l medium resolution) clients. When ISIS
clients are set as ISIS Low resolution, this wipeed switch should be well suited to
supporting Zone 4 Interplay Assist even at someluéisn considered HD. These Juniper
switches have not been tested by Avid in this wayits status is not approved. The
responsibility to provide required QoS in Zone dide with the customer.

Note: Some basic testing (with a single clientypm MAY 2010 supported the
above assessment of suitability and limitations.

1.5.6 Brocade/Foundry Netlron MLX

This switch has many similarities to the FoundrglBin RX which has been approved for
ISIS. Itis a chassis based switch but uses samkasand some different /O modules to
The Big Iron. In Q4 2009, Avid observed some Ledting of an ISIS system directly
connected to a MLX 4 switch with 10G ad 1G cliefitsis Brocade switch has not been
tested by Avid in this way and its status is ngiraped.

The NETIRON MLX with V 4.x software, appeared chlgaof supporting Gigabit Ethernet
and 10Gigabit Ethernet clients and bears many aiitids with the BIGIRON RX, in fact in
some areas MLX appears to exceed the capabilititedr X, the these aspects are not well
defined in publically available documentation.
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The Link aggregation load balancing algorithms e within the MLX are unsuitable for
use with ISIS, and further development from Brocageld be required to resolve this
limitation.

1.5.6.1 Brocade/Foundry Netlron MLXe

As part of a customer funded consultancy projecARVR011), the MLXe platform with
V5.x s/w was extensively tested (along side and&R1setup) with Zone 2.1 10G clients,
and link aggregation. This has not been testedrigyrieering in Burlington and is awaiting
implicit approval based on the external test réport

This switch is considered suitable by the authdnduot explicitly approved.

Netlron MLX Series 20-port FE/GE (100/1000) module with

IPv4/IPv6/MPLS hardware support - requires SFP optics. Note:
NI-MLX-1Gx20-SFP Copper SFPs are supported at 1000Mbps only

1000Base-SX SFP optic, MMF, LC connector, Optical Monitoring
E1IMG-SX-OM Capable

Netlron MLX Series 20-port 10/100/1000 copper module with
NI-MLX-1Gx20-GC IPv4/IPv6/MPLS hardware support
NI-MLX-10GX8-D MLX 8-port 10-GbE (D) SFPP module

NOTE The earlier MLX platform with Version 4.x s/w is not Supported
A as there are known issues with 10 G link aggregatiao ISIS

1.5.6.2 Setting Queues on MLXe

Change queue 0 to 8192KB using the command:

gos gqueue-type 0 max-queue-size 8192

AVID

to ensure sufficient egress buffers for “remoteGland 1G clients.
Each traffic manager supplies at the ingress sipiedBity queues that are mapped to each
egress port (max. 8000 queues/TM). The defaultevBdueach queue depth is 1MB.

If there is congestion at the egress port, théicrafanager responsible for the egress port (on
the egress module) will make sure that packetbeiregy sent according to their priority.

Module # of Traffic Managers (TM) per moelu Amount of memory
Per /TM Total Amount

of Memory

8x10Gb/s 2 512MB 1GB
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24x1Gb/s SFP 1 512MB 512MB
20x1Gb/s Cu 1 128MB 128MB

Since packets are actually buffered on the ingsehksthis method is called Virtual Output
Queuing.

Queues can only be adjusted globally with the felig command (e.qg. for priority queue 7):
gos gqueue-type 7 max-queue-size 8192

This will increase the size of queue 7 from defda024KB to 8192KB, the maximum value
is 32768KB, which not necessary for ISIS traffic.

1.5.7 Switch Buffering architectures and limitation S

The qualified switches, (Cisco Catalyst 49xx anddade/Foundry FESX) were chosen
because of their excellent dynamic buffering chiarstics for 10G to 1G operations. These
benefits are also apparent in the sibling prod(€isco Catalyst 4500 and Foundry FESX
448/Super X). These qualities are particularly ingat for a system that will routinely have
multiple Gigabit Ethernet connected servers ( ISERVER BLADES) sending data to a
single Gigabit Ethernet port on an external switch.

The 6500/6748 architecture has more memory th&08/4948 but it is statically assigned to
individual ports, and unused buffer on one porincaitoe allocated to a port which needs

more than its normal assignment. This limitatioexacerbated when the available buffer is
further divided by the use of QoS queuing stratedidis restricts the design options for this

in terms of the number of streams which can be ade@ on an individual 6500 series

Gigabit Ethernet port. While individual SD cliertign be supported, cascading an access A
switch for SD video streams is not viable, butaittd number of low resolution streams can p—
be supported on a cascaded switch. Designs usmgrtthitecture must be approved by

Avid. '

The 3750G series of switch cannot be directly cotetkto ISIS via 10G due to buffering
limitations, but it can be deployed as cascadedsscswitch supporting SD or low resolution
clients. Designs using this architecture must h@pmed by Avid.

1.5.8 Inline VoIP device

Inline VoIP devices are not supported for Avid ISInts that play real time video. The
primary reasons for this are:
(i) most IP Phones to date have been 100Base-TH#astnet devices and this is not a
suitable connection for real time video editinglYOorecently are 1000Base-T Gigabit
Ethernet devices beginning to reach the market.
(i) The performance 100Base-T Fast Ethernet devikEa substandard user
experience compared to 1000Base-T Gigabit Etheleates, even with low video
resolutions.
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(ii) that the Cisco 6500 seriesWS-X6148-GE an8-W6548-GE interface cards
(PoE capable) that have been tested, do not hdfigiesut buffering to support the

2:1 oversubscription required by an ISIS MediumdR&son editor client.

(iv) Even with Gigabit Ethernet connecting devidb® QoS profiles deployed on the
port may have a negative impact on the editingtidus the configuration
complexity will increase on the switch.

Note: the WS-X6748-GE Interface card does not stigpoE.

Note: While the Cisco Catalyst 4500 series swidhave sufficient
buffering to deal with VoIP and have interface tbamh support PoE, the
different families of interface cards provide vawyilevels of buffering
depending on Supervisor model.

Note: While the Foundry FESX and Super X serieisc@s have sufficient
buffering to deal with VoIP and have interfaces tten support PoE, the
configuration requirements of the edge device dtea as the default queue
depths are not suitable.

Note this restriction does not apply to Avid IntespAccess clients receiving Quick time
wrapped WAN browse class video from Interplay Stre&zerver. See section 2.8 for more
information on Interplay Stream Server

1.6 Network Interface Card Requirements

The general recommendation is to use the IntellB8® PT/PF (PCI-E) network interface

card in HP workstations such as the XW8600 or Zg8@gacy HP workstations such as such
XW8200 and XW8400 required Intel Pro/1000M (PCI-K¢twork interface card in

workstations. This high performance NIC provides albility to adjust the descriptors or A
buffers to improve performance. Details of howet g the interface card are provided in =

Avid ISIS 7000 Client User's Guide v2.3 '
http://avid.custkb.com/avid/app/selfservice/seaspt?Docld=389015 ‘

NOTE: Earlier version Avid ISIS 7000 Client Managéiser's Guide v2.0 available
from: http://avid.custkb.com/avid/app/selfservice/seasgf?Docld=275233

1.6.1 Using Fast Ethernet

Gigabit Ethernet is the recommended connectioaffd61S 7000 clients. It is possible to
connect and Avid Interplay Assist client using MPE®rowse resolution via Fast Ethernet.
While steady state DV25 is 4MB/s and Fast Ethepn@tides 12MB/S, media may not play
reliably on a Fast Ethernet connection, as it galise delays when filling buffers which
typically require 4-5 x the steady state rate dypfay start, i.e. 16-20MB/S. During
continuous play the data profile will peak up to Bfsl.
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Use of any Fast Ethernet based solution needs thgraement and
approval of Avid network consultants. Every point in the path between
ISIS and Client must be fully understood to enswi#cient buffering exists

DV25 1V 0A (4 MB/s)

40 Medium Resolution Selected
= Read ahead Enabled (0S=1)
24 DV25 1V 0A (4 MB/s)

Low Resolution Selected
Read ahead Disabled (OS=0)

1.6.2 When not to use the Intel PRO/1000M or Intel Pro/1000P NIC

Whilst the generally recommendation is to use ¢hisl there are some exceptions. The HP
XW4300 and XW4400 should not use this card, instesadg the on-board NIC. Use of Intel
NIC in XW8600 is now optional for 256K chunk sizelBIS1.x but required for 512KB
chunk size in ISIS 2.0.

See knowledge base articles:
* What Network Interface Controller (NIC's) are Sugipd in Client Systems on Avid

ISIS 70007
http://avid.custkb.com/avid/app/selfservice/seaspf?Docld=244563

* Performance enhancement for Broadcom Nic on ISIS

http://avid.custkb.com/avid/app/selfservice/seaspi?Docld=266865
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In Q2 2008, the XW8600 has been qualified for ugh Media Composer & NewsCutter.
An additional Intel Pro series card is now optioraher than highly recommended as for
earlier models. The onboard NIC is a Broadcom 5 controller and is now sufficient
for most applications using ISIS 1.x. The registrgdification to enhance performance for
Broadcom Nic on ISIS (described above) should lpdiegh

There is one exception. If you have an HP XW86(1a/64 Media Composer Adrenaline
client then you need to use the Intel Pro 1000dPdohnect to either ISIS or MediaNet
Ethernet attached. Using the onboard Broadcom thé@rAdrenaline in this scenario causes
data under runs while doing a digital cut or outjoud playback monitor.

The following important limitations are now in etdfor ISIS 2.x. This information will be
added to the 2.0.1 readme shortly. Note that if gs@uutilizing i2000 ISBs, you must select
512k chunk size and are therefore subject to tmisdtion.

The following important limitations are now in effect for ISIS 2.x. This information will be added to the
2.0.1 readme shortly. Note that if you are utilizing i2000 ISBs, you must select 512k chunk size and
are therefore subject to this limitation.

1.6.3 HP xw8600 & Z800 & Z400 Workstations and Broa dcom Ethernet
Connections

Avid ISIS 7000 Clients using a built-in network patilizing the Broadcom® chipset and a
Storage Group with a 512k chunk size, are limitetesolutions that draw 16 MB/s

(50 Mb/s) or less. These clients include; lapt@psd Interplay Assist, Avid iNews Instinct,
and the HP xw8600 workstation using the built-ibwak port.

The built-in network port can be used for Etheg@inections to the Avid ISIS 7000
infrastructure when:

» using workspaces with 256 KB chunk sizes

» using workspaces with 512 KB chunk sizes and badithsiof 16 MB/s or less

NOTE For example, you can use the built-in Broadcbipset to run two streams of DV 50 or DNxHD
36. Bandwidths are listed by resolution and nundfestreams on the Avid Knowledge Base.
Search the Avid Knowledge Base for #wid ISIS 7000 Performance Guide

You are required to use the Intel Pro 1000 PT éurynetwork connection in the xw8600
when:

« using workspaces with 512 KB chunk sizes and yot8600 workstation using
bandwidths higher than 16 MB/s

* using a Windows Vista, 64-bit client connectednio®aid Adrenaline or Mojo.

See the most recent readme for precise information

Network Requirements_for ISIS_and_Interplay_ Prdadact1.9.doc Page 25 of 110

AVID



1.6.4 Setting descriptors

As discussed elsewhere in this document, descsipi@r buffers, needed for in the case of
ISIS traffic for re-assembling fragmented UDP deaags.

The example below shows the differences when agtated Intel NIC (Intel 82566DM
Gigabit Network Connection) was tested to see wliitdrences were experiences when the
NIC default descriptor allocations of 512TX and B3¥6versus 1024TX/1024 RX against
Path DIAG unlimited.

PathDiag PathDiag

Figure 1 default descriptor allocations of 512TX ad  Figure 2 descriptor allocations of 1024TX and
256RX 1024RX

The Device under test showed approx 80MBWrite &diidB Read when running and
Unlimited PATHDIAG of with 8192 transfer size. AMer read performance of
approximately 50MB/s would be apparent if the dewi@s set for Low Resolution in the
ISIS 7000 Client. Increasing read descriptors t410ad a minor positive effect on the
throughput, but this is not beneficial to an IntaypAssist client at MPEG Il resolution.

Guidelines:
* When the ISIS client is set for low resolution #é minimal benefit in increasing
the descriptors.

* When the When the ISIS client is set for mediurhigh resolution there is
significant benefit in increasing the descriptar¢ite maximum setting.

On the Intel platform descriptors are set usingNleevork Connection Properties.
For a Broadcom NIC the settings this is achievadjysting the registry.

* Performance enhancement for Broadcom Nic on ISIS
http://avid.custkb.com/avid/app/selfservice/seaspt?Docld=266865

1.6.5 10G network interfaces for Ultra High Resolut  ion Clients

When Avid introduced Ultra High Resolution CliemsQ4/2009 the preferred deployment
was Zone 1 only in an Avid Unity compatible singleannel 10 GbE PCI-e network interface
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card (CHELSIO) with short range (SR) integratetiagp For use with xw8600 workstations
and dual quad-core xw8400s.

In Q3/2010 introduced the Avid ISIS 7000 compattilggle channel 10 GbE PCl-e network
interface card (MYRICOM) with short range (SR) igptated optics. For use with HP Z400
or Z800 workstations, with Windows XP32, Windows464, or Windows7. Also for use
with dual quad-core MacPro workstations runningv@éheopard.

1.6.7 LAN on Motherboard

MOBO or LoM implementations are often suitable. Exgnce has proved that those based
on the Intel chipset are suitable for use in Zowéehts running Interplay Assist or iNews
Instinct. In fact the Integrated Intel NIC on th® H200 workstation is approved for Media
Composer/NewsCutter/Assist/Instinct.

1.6.7 Intel Pro 1000 CT gigabit adapter

Testing in July 2011 (EMEA) has indicated that el Pro 1000 CT desktop Gigabit
adapter is suitable for use in Zone 4 clients mgrninterplay Assist or iNews Instinct. Just as
with LoM this NIC is not explicitly tested or appred by Avid Burlington.

1.7 DNS

Because ISIS has dual VLANS, the use of DNS isidensd essential in all but the smallest
ISIS deployments, i.e. a Single ISIS Engine andlsi®system Director. The addition of a
secondary System Director makes DNS essential. Wterplay Production is added to the
solution them it becomes mandatory. The DNS shooidain zones for both ISIS VLANs
and any other Avid-specific VLANS, such as transfeANs, Cluster VLANS, etc.

As useful document, “DNS for ISIS and Workgroupsdn be found at: A
http://avid.custkb.com/avid/app/selfservice/segspi?Docld=241765 =
Note: the referenced document is somewhat datedtioming only Windows 2000, '
however, the overall points are still applicable. ‘

If a local DNS is not available, and DNS is provdea the corporate network it means that
the Interplay Production/ISIS environment cannotiseonnected from the corporate
network in the event of a security issue. If tld lio the corporate network is broken, either
due to deliberate action or a failure, the ISIS bterplay Production will not function
correctly

For optimum performance, Interplay Production/I8§uires a DNS lookup with negligible
latency, this is another reason why a local DN@ &ferable.

If integration with an existing corporate DNS stre is required one viable option would be

to setup DNS servers within the ISIS/Interplay Ricichn core to serve these zones, and
setup forwarders to forward all other unknown lgadao the corporate DNS servers.
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1.7.1 DNS naming conventions

A common question regarding DNS names surroundageef the UNDERSCORE
character.

Underscore were disallowed in hosthames sinceubkgation of RFC952 (1985). Of course
Microsoft had a different view than the UNIX worltHowever while a Windows DNS
machine will typically allow the use of UNDERCSOR&Standards-compliant one should
not.

For help choosing good hostnames, refer to RFC :1it#&//tools.ietf.org/html/rfc1178
While this article is a bit dated considering tmewvgth of the Internet and IP in general, it
makes some good points

Below is an extract from Wikipedia

Restrictions on valid host names
http://en.wikipedia.org/wiki/Hostname

Hostnames are composed of serielbélsconcatenated with dots, as aredalinain
namesY For example, "en.wikipedia.org" is a hostname hHabel must be between 1 and
63 characters lofg, and the entire hostname (including the delimitiogs) has a maximum
of 255 characters.

The Internet standardRéquest for Commerntfor protocols mandate that component
hostname labels may contain only t®ClI letters 'a’ through 'z’ (in a case-insensitive
manner), the digits '0' through '9', and kiyphen(’-'). The original specification of
hostnames IRFC 952 mandated that labels could not start with a digivith a hyphen, and

must not end with a hyphen. However, a subsequuetifscation RFC 1123 permitted

hostname labels to start with digits. No other sgi®bpunctuation characters, or white space A
are permitted. P
While a hosthame may not contain other characters) as the underscore charactgr ( '
other DNS names may contain the underscore. SyseamsaomainKeysandservice ‘
recordsuse the underscore as a means to assure thatpkeial character is not confused

with hostnames. For examplétp._sctp.www.example.com specifies a service pointer

for an SCTP capable webserver host (www) in theadlnraxample.com.

A notable example of non-compliance with this spe&iion, Microsoft Windowssystems
often use underscores in hostnames. Since sonesysitill reject invalid hostnames while
others will not, the use of invalid hostname chtacmay cause subtle problems in systems
that connect to standards-based services. For dgaRipC-compliant mail servers will

refuse to deliver mail for MS Windows computershwiiames containing underscores.

1.8 Cable Requirements

Avid supports the following cable types for conmaegtan Avid ISIS system. As described in

theAvid Products and Network Site Preparairide
Avid Products and Network Site Preparation Guide » 0130-30628-01 Rev. A » May 2011 « Created 5/16/11
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Avid Products and Network Site Preparation Guidéfizasl] MAY 2011
http://avid.custkb.com/avid/app/selfservice/seaspi?Docld=373751

Cable Name

Function

Maximum Distance

Avid engine Interconnect
CX-4 cable. Only
available from Avid.

Connect engines. Séwid
Engine CX-4 Interconnect Cable
for proper removal.

3 supported lengths at this time:
1, 3 and 5 meters

RJ45 Cat 5E or Cat 6 or Cat 6a
Ethernet cable

Ethernet Avid Unity clients
System Directors and clients to
1 Gb ports on an ISS

Avid Interplay servers to shared
storage networks

Avid AirSpeed capture and
playback servers to shared
storage networks

Avid ISIS 7000 management
port to laptop

RJ45 connector

100 Meters; If using CAT5e the
cable must be

rated for 350 MHz for maximum
length.

The minimum GIgE cable length for
Avid

network products is 6 feet or 2 meter.

=

Catb cable imotsupported
for these connections.

Avid ISIS 7000 and
Avid Interplay
optical cable

Connects:

10-Gb port of switch to optical
10-Gb port on the Avid Unity
ISIS engine.

ISS 10-Gb optical port to switch
port

ISS 10-Gb optical port to 10-Gb
Ethernet Client

10-Gb Client to 10 Gb Switch
port

10-Gb Ethernet switch to 10-Gb
Ethernet Switch

ISS to 10-Gb adapter in Move/Copy
service

The maximum length for 10 Gb
Ethernet cable is defined by the core
diameter (measured in microns) and
modal bandwidth (in units of
MHz*km).

Avid supports multi-mode fiber cabl
using 850 nm transceivers (short
distances).

Specifications for these cables can |be
found in the ISO 11801 structured
cabling document.

MMF 62.5 micron cable Modal
Bandwidth

of: (Overfilled Launch (OFL)
Bandwidth, typical of OML1 cable)

* 160 MHz*km at 26 meters

* 200 MHz*km at 33 meters

MMF 50 micron cable Modal
Bandwidth of:

* 500 MHz*km at 82 meters
(Overfilled Launch Bandwidth,
typical of OM2 cable)

* 2000 MHz*km at 300 meters
(Effective Modal Bandwidth, typical
of OM3 cable)

Avid supports single-mode fiber
cable using 1310 nm transceivers
(long distances):

* SMF ITU G.652.A/B 9 micron
cable up to 10 km

[©]

Avid ISIS 7000
X2 optical transceivers

Transceiver used in:

Cisco 4948 and 4900M

SC connector
X2 = Cisco X2-10GB-SR for MMF
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X2 = Cisco X2-10GB-LR for SMF

Avid ISIS 7000 Transceiver used in: LC connector
XFP optical transceivers Foundry FESX424 and XFP = 10G-XFP-SR for MMF
ISIS 1ISS1000 XFP = 10G-XFP-LR for SMF

XFP = Foundry 10G-XFP-SR
or Picolight XXL-SC-S45-21 for
MMF

XFP = Foundry 10G-XFP-LR
or Bookham 10G-BASE-LR for

SMF
Avid ISIS 7000 Transceiver used in: LC connector
SFP+ optical transceivers ISIS ISS2000 » SFP+ short range (SR)

Picolight PLRXPL-SC-S43-21-N
or Finisar FTLX8571D3BCL

or Avago AFBR-700SDZ for MMF
* SFP+ long range (LR)

Finisar FTLX1471D3BCL for SMF
Avago AFCT-701SDZL for SMF
JDSU JSH-01LWAAL for SMF

1.8.1 Copper cabling for Gigabit Ethernet

In the ISIS setup guide Avid recommends that Catfised wherever possible
ANSI/TIA/EIA-568-B.2-1 published on June 20, 2008yw.tiaonline.org

The TIA Category 6A standard (TIA 568 B.2-10) wasfred by TIA TR 42 engineering
committee on February 8, 2008. The TIA standarthdsfthe requirements of four-pair
balanced copper cabling to support 10G transmidsiodistances up to 100 meters. It
represents the most advanced set of network catdmgrements specified up to 500 MHz.
Category 6A is fully backward compatible with dletprevious categories, including

Category 6, Category 5e and Category 5. A
An excellent article explaining the nebulous issofesabling standards past present and =
future “De-Mystifying Cabling Specifications Frobe to 7A” by Valerie Rybinski (Updated
December 2007) can be found at
http://www.siemon.com/us/white_papers/07-03-01-d&iifying.asp ‘

Many sites with ISIS 7000 have successfully depdoS& STIMAX cable solutions, however
this is not a specific Avid recommendation, busia popular choice.

Some useful articles and whitepaper referencegiaea below:

Category 6 Cabling: A Standards and Systems Overvie — w.
http://www.generalcable.com/NR/rdonlyres/2C3E425/M-F-40A3-9ADA-

CDBF5225CD60/0/Cat6Cabling2.pdf
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Gigabit Ethernet in structured building cabling
http://www.harkis.harting.com/WebHelp/GBEtherneti#elp/GBEthernetGigabit Ethernet
in_structured building cabling.htm

A very informative Category 6A whitepapé&rhe End for Category 5e, Category 6 Under
Fire, Long Live Category 6A” is available from the URL below
http://goliath.ecnext.com/coms2/gi_0198-349871/186&RBT-standard-may-shift.html

or
http://delivery.amags.com/d/?pub=CIM&upid=11047&kthers%2fCIM%2fCIM_20060801
Aug_2006.pdfand click download depending on browser version

EN50173PL Class E Cat 6. | |

http://www.broadbandutopia.com/caandcaco.html

Cat5e and Cat6 Comparison Category 6 Cabling System and Application
Seems to undermine Cat 5e at 350MHz

Cat 5e ANSI/TIA/EIA-568-B published on May 2004&ww.tiaonline.orgshould only be
used in legacy installations.

1.8.2 Fibre Optic cabling for 10 Gigabit Ethernet

For short haul use, Avid recommends the use ofud/5@ultimode fibre with a minimum
Effective Modal Bandwidth of 2000 also known as Oitade fibre. This allows 10 Gigabit
Ethernet connections up to 300m and Gigabit Ethemn£000m.

Single mode fibre would allow the most flexibilifiyr future use; alternatively 50uM
Multimode Fibre with EMB of 4700 (classified as @VMAugust2009) would allow 10
Gigabit Ethernet up to 550m (Corning InfiniCor eShbaer).

» All multi mode fibre must conform to: TIA/EIA 492AAC, IEC 60793-2-10 ,Type
Ala.2 fiber, ISO/IEC 11801, Type OM3 fiber

» The fiber shall guarantee the following Effectived&l Bandwidth (EMB) at 850 nm,
EMB > 2000 MHz.km TIA/EIA 455-220, IEC 60793-1-49.
[Recommended media, Corning InfiniCor SX+ fiber]

» All single mode fibre must conform to ITU-T G.6524tegories A,B,C & D), IEC

60793-2-50 (type B1.1 & B1.3) and TIA/EIA-492CAAB.
[Recommended media, Corning SMF-28e® fibre]
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An excellent reference document on fibre opticsvailable from the Corning web site at
50 um Fiber Q & A. Answers questions and conceananding 50 um fiber.
http://www.corning.com/docs/opticalfiber/wp4044.pdf

Also See:
UNDERSTANDING OM1, OM2, OM3, OS1, OS2 and more!
http://www.fia-online.co.uk/pdf/Whites/wp0208.pdf

Also See:
http://en.wikipedia.org/wiki/Multi-mode optical fidv

Also See
BELDEN OM4 Optical Fiber Cabling
http://www.belden.com/pdfs/Techpprs/OM4_WP.pdf

Test oMY - CM2 - OM3 - oda —

Single Mad
Requirement G625 pm 50 perm S50 um 50 um e
OFL Bandwidth 200/500 500/500 1500/500 3500/500 —— :
& B50/1300 nm MHzekm \Hzkm MHzekm MHz-km s ki
S 50 ¢ al - . 3
= g Eatnm i 0 2000 MHzkm | 4700 MHzkm | No Requirement
.'EqL:IrEfTIE.'It I'E".:.:IJI-'EF"-EF-!'.
Minimum reach | 275/550m* S50/S50m* | 800/SSOm* | 1100/580m* | oo
2 10Gh/s (850/1300nm) | (850/1300nm) | (B50/1300nm} | (850/1300nm) kil i
Minimum reach 33m® §3rm® 300m* 550m*® 1030C¢m*
£ 10 Ghie - {B50nm) {B50nm) {1300Rm)
Minirnurm reach o Mo 100m* 125m* 10k m/40km®
240& 1006045 | reguirement | reguirement {B50nm| {BS0nm} 11310/41550nm}

*hoie: The distances Sxied ere indasiry standerd minimums Treasmession distenoe is iangely 2 f2ctor of giess manufactaness' spe diicetions

3T LA tterreceiver selection. Actual transmission distance may cansiderably ewcesd the distances stated. Cantact Be'den for current
OM4 is a laser-optimized, high bandwidth 50pum nmudtde fiber. In August of 2009,
TIA/EIA approved and released 492AAAD, which defrthe performance criteria for this
grade of optical fiber.

1.8.2.1 Patch cables

Make sure you patch cable use the same size of dFe. When using 50uM optical media
the patch cords should be the same otherwise tharphysical mismatch that introduces
additional loss.

62.5uM patch cable 50Um Media 62.5uM patch cable Additional
Losses
S0uM patch cable 50Um Media 50uM patch cable Minimal Losses
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1.8.2.2 Labeling of Media

It can be very difficult to work out what type abffe cable plant is installed, in an existing
site, even if you can find the drawings. When immating structured fibre cabling it is
always a good idea to engrave on the panel, theangak, i.e. the SIZE and the EMB rating
For example “50Um MMF EMB=2000".

Corning® InfiniCor® multimode fibers

With superior technology and profile control, Cargi® InfiniCor® multimode fibers revolutionize
performance in local area networks, storage artaonks and central office interconnects.
InfiniCor® eSX+ and SX+ fibers, the newest offesng the InfiniCor fiber product line, are
optimized for high performance with laser-basedgwols such as 10 Gigabit Ethernet.
http://www.corning.com/opticalfiber/products/infaar_fibers.aspx

These MMF products are ideal for use with ISIS 10Ginks. 50uM PREFERRED

SMF-28e® fiber

SMF-28e® fiber is the industry leader in comprehenéiber performance. Capable of full-spectrum
transmission, SMF-28e fiber is a more versatiladaad single-mode fiber. The low water peak

attributes combined with very low hydrogen-indutesk provide lifetime performance. SMF-28e
fiber is ITU-T G.652.D-compliant and optimized fam-amplified regional, metropolitan, local access
telephony and cable television networks and emgragpplications.

http://www.corning.com/opticalfiber/products/SMF&8ibers.aspx
SMF 28e fiber conforms to the major optical fibedustry standards including ITU-T G.652
(Categories A,B,C & D), IEC 60793-2-50 (type B1.1B&.3) and TIA/EIA-492CAAB fiber

These SMF products are ideal for use with ISIS 10Gnks.

1.8.3 Fibre Optic Transceivers for 10 Gigabit Ether  net A
=
Avid supplies SFP+ transceiver modules for us&is 7000 V2.x engines (1ISS2000) '

Both short range SR modules for used with multi-enbers and long range LR modules for
used with single-mode fibres are available. ‘

Avid supplied Foundry XFP transceiver modules fee in ISIS7000 V1.x engines
(ISS1000). The same modules are available in ad swpplied FESX 424 switch.

Avid Supplies Cisco X2 modules for used with Avigbplied Cisco Catalyst 4948-10GE
devices. Both short range SR modules for used mvithi-mode fibers and long range LR
modules for used with single-mode fibres are abelarhe later generation C4948E uses
SFP+ modules.

When using a customer supplied 6500 switch, Xempadtules with the X6704 10 Gigabit

Ethernet interface card should be used. Both shoge SR modules for used with multi-
mode fibers and long range LR modules for used siitgle-mode fibres are supported.
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1.8.4 Media Converters for Gigabit Ethernet

In some situations Zone 1 or Zone 2/3 Avid cliantsy be more than 90m from the Gigabit
Ethernet switch and need to be individually coneédty fiber optic connection. While the
Foundry FESX-424 has 4 x SFP slots, this is noil@va on the Cisco C4948-10GE switch
or the ISS blade. The newer C4948E has 4 x 1GAIOG which can be populated by
SFP/SFP+ as appropriate.

Some customers do not like to use media convdrgrause they are unmanageable devices
and each one needs its own PSU device.

This can be somewhat mitigated by a solution tffat®rack mounting facilities and a
common PSU for centralized deployment, and usifilgeast optic NIC such as the Intel
PRO1000MF or PRO1000PF.

Unlike Gigabit Ethernet switches, media convertErsiot need to be tested for their
buffering capabilities, generally there either workthey fail. Some testing has been done on
a suitable solution, which while not supplied byid\can be purchased by integrators for
inclusion in the overall solution. The suggesteadpict is multi-voltage, also there is good
sales/support in Europe, North America, Latin Arogiand Asia Pacific regions.

Details can be found on the Avid Knowledge baséa@tJRL below:
http://avid.custkb.com/avid/app/selfservice/seaspt?Docld=244039

1.8.5 Patching for Copper Structured Cabling

In some situations Zone 1, Zone 2 or Zone 3 Avients and servers may be directly patched
to the local switch, but in other situations a fafrpatching system may be preferable.

There are so many variables to consider, and there clear reason why Zone 1, 2 and 3

connections should not go via patch panels, theloigccustomer preference or logistical

issues. ‘
) ) =

In a normal structured cabling system you have igayops, NIC — WALL OUTLET (up to

5m), WALL OUTLET — PATCH (up to 90m), PATCH — NI@yf to 5m). ’

Providing these distance are not exceeded andathe sorrect category of cabling is used ‘

and all “legs” are tested and comply with relevgpecifications there should be no
detrimental effect for Ethernet signals.

A badly deployed system with substandard patchdd@ many physical hops can be a
nightmare, but so can poor custom made direct sabtebadly routed cables.

Patching allows more flexibility for adds, moveslahanges, however these element in
Zone 1, 2 and 3 should be fairly static. Howevath\patching when a cable fails and the
switches are in a different bay of racks, the pagris a massive advantage vs. dedicated
cables.

The decision also depends on the types of switdhesneeds of a single/pair of 49xx

switches providing local ports is very differeata pair of fully stacked 6500 with 7 x 48
port Gigabit Ethernet and 2 x 8 port 10Gigabitefitet blades.
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In a standard networking deployment, using Catd@$6i0 or Nexus 7000 or a stack of
Catalyst 3750E, patch panels and numbered catddsghly recommend, probably
essential! An Avid deployment should be no diffénerthis respect.

For a small system with for 2 x 49xx in adjacemksapatch panels and numbered cables are
not essential if done well, but still might be resoended.

A well laid out 6500 example

A 4948 example from less
controlled environment. The
4948 is in there.... somewhere
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1.9 IP Requirements

ISIS 7000 (Classic) systems requires a large IBespa each Engine requires 34 IP
addresses, 17 in each VLAN , one for the switcklddaand one each for the sixteen ISIS
Server blades.

Although this section uses address from RFC 19P8168.0.0/16 private IP range (see
http://en.wikipedia.org/wiki/Private _networkany valid IP range is permitted. IP ranges do
not have to be contiguous although this is adves&breduce administrative complexity.

The IP requirements for 1ISIS5000 (V1.0 Release QB3 are much reduced with a less
than 10 IP addresses required all engines and etalie®lystem Director.

1.9.1 Ranges required

The default addressing used is 192.168.10.0/24188d.68.20.0/24. This is used in all
documentation. Ideally these ranged should notsed.u

IP address use
* Afully loaded 8 Engine ISIS system needs 136 I&r@skes in each VLAN, Plus
addresses for System Directors and Media Manager
* For a system with 12 Engines this rise to 204 aigh® per VLAN for 12 Engines

R1.x
* This is required for Each ISIS VLAN
» This does not include others servers A
* This does not include Interplay Production senaerd Media Indexers
« This does nor include clients =

Within the ranges IP addresses should be usedupgrto keep similar devices in the '
same sub ranges. ‘
A mid sized system with 6 engines will general agprox 200 IP addresses in each

VLAN for Zone 1 and Zone 2 clients only. So thisans two /24 networks are required

as an ABSOLUTE MINIMUM. One or more additional rasgwill be required for Zone

3 instances so this is why Avid requests a CIDRyeanf 1024 addresses.

A large system with 12 engines including supplemsnservers and clients will use
about 300 ip addresses in each VLAN for Zone 1Zonk 2 clients only. So this means
two /23 networks are required as an ABSOLUTE MINIMUOne or more additional
ranges will be required for Zone 3 instances s®ithwhy Avid requests a CIDR range of
2048 addresses

Suggested use of Range
» For systems with up to 8 Engines Avid requestsiRCblock of 1024 addresses
o0 Splitinto 4 x 256 Address blocks

Network Requirements_for ISIS_and_Interplay_ Prdadact1.9.doc Page 36 of 110



AV

= One For ISIS VLAN left

= One For ISIS VLAN Right

= Two blocks for Zone 3 VLANS as required such A®iptay,

Archive, Mezzanie
o0 IF possible allocate a CIDR range of 2048 to cdutire expansion
possibilities.
* For systems with of 10 or 12 Engines Avid requas&DR block of 2048 addresses

0 This will be split in to one range of 512 addredses®ach ISIS VLAN
0 The remaining addresses will be used for Zone taumes as required

» CIDR Blocks of contiguous addresses are prefeaseghnable summarized addressing
which reduces routing table size
o Non contiguous ranges are also acceptable but@s more work is
required on the routing between the environments
* Very small systems (i.e. 2 engines max) can e @dfectively in a block of 512
addresses divide in to 4 block of 128

» Other network sizes can be used but allocating/t8metworks is wasteful
o This method will allow the "8 octet of the address to be used to indicate
device type

Note: DUAL STACK ISIS SYSTEMS of more than 12 Engsn

Beginning ISIS V2.4 systems of up to 20 Enginespamenitted. Each ISIS stack or

management domain, requires its own contiguouseaddipace in a common subnet for each
VLAN, but the two “ranges” do not have to be contgs to each other. When building a

dual stack system you must ensure that there figieut gap for each stack to become 12

engines. Each ISIS VLAN can still be achieved i2&subnet leaving approx 80 IP

addresses for supporting servers, but it encoutegase of Zone 3 connected editors unless gums
a /22 range is allocated per ISIS VLAN. b

<

1.9.2 Default IP Ranges

Using the documentation default IP ranges (1921066/24, 192.168.20.0/24,
192.168.30.0/24) is not recommended as this is@DR (Classless Inter Domain Routing)
( http://en.wikipedia.org/wiki/CIDR ) range. Whil®/20/30 will work satisfactorily for a
standalone system, should the system be integrated house network this will increase
the administrative overhead required? Using aRCiBnge reduces the size and
administration/configuration associated with rousdes and interconnecting networks.

Note deliberate used of differing RFC 1918 Priv&eanges in following examples.
If the customer does not provide a range, thea femall system that will never grow beyond

8 engines, use 192.168.32.0/22 this will provideftilowing:
| IPNETWORK | VLAN NAME | VLAN NUMBER | COMMENT |
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192.168.32.0/24 ISIS LEFT VLANS2 MASK
255.255.255.0

192.168.33.0/24 ISIS RIGHT VLANS3

192.168.34.0/24 INTERPLAY VLAN34

192.168.35.0/24 ZONE 3B/OTHER VLAN35

For a medium system which will grow up to 12 engingse 172.18.32.0/21 this will provide
the following:

IP NETWORK VLAN NAME VLAN NUMBER  COMMENT

NUMBER

172.18.32.0/23 ISIS LEFT VLAN32 Lower 256 block: ISIS and
System Directors only

MASK Upper 256 block: Servers

255.255.254.0 & Clients

172.18.34.0/23 ISIS RIGHT VLAN34 Lower 256 block: ISIS and
System Directors only

MASK Upper 256 block: Servers

255.255.254.0 & Clients

172.18.36.0/24 INTERPLAY VLAN36

172.18.37.0/24 ZONE 3B/OTHER VLANS37

172.18.38.0/24 ARCHIVE VLAN38

172.18.39.0/24 FUTURE VLAN39

For a large dual stack system which will grow u@@engines, use 172.18.32.0/20 this will
provide the following:

IP NETWORK VLAN NAME VLAN COMMENT
NUMBER NUMBER
172.18.32.0/22 ISIS LEFT VLAN32 Block 1(256) Servers
Block 2 256) ISIS STACK 1
MASK 255.255.252.0 Block 3256) ISIS STACK 2
Block 4 (2s6) Editors
172.18.36.0/22 ISIS RIGHT VLAN36 Block 1(2s6) Servers
Block 2 256) ISIS STACK 1
MASK 255.255.252.0 Block 3256) ISIS STACK 2
Block 4 256) Editors
172.18.40.0/24 INTERPLAY VLAN40
172.18.41.0/24 ZONE 3B/OTHER VLAN41
172.18.42.0/24 ARCHIVE VLAN42
172.18.43.0/24 FUTURE VLAN43
172.18.44.0/22 FUTURE

If a block of 16 addresses is not acceptable ti2emetworks could be represented with two
CIR ranges as:
172.18.32.0/21 and 172.18.40.0/22
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1.9.3 VLAN numbering

Often the 3rd Octet will be used as part of the W.Aumber, but this can create numbering
challenges when variable sub-netting is deployambtserve/optimize IP space.

IP NETWORK VLAN NAME VLAN NUMBER | COMMENT

NUMBER

10.128.32.0/24 ISIS LEFT VLANS32 MASK
255.255.255.0

10.128.33.0/24 ISIS RIGHT VLAN33

10.128.34.0/25 INTERPLAY VLAN341 MASK
255.255.255.128

10.128.34.128/25 INEWS VLAN342

10.128.35.0/25 ZONE 3A/OTHER VLAN351

10.128.35.128/25 ZONE 3B/OTHER VLAN352

When the basic /24 subnet is broken down into @nhlbcks, the simple concept of using
the 3rd octet is broken by its own simplicity. Asyaone of the octets can never be more than
256, this means one method might be to use valoeea®00, somehow related to appropriate
octet used by associated VLANS.

For simplicity, use with VLAN numbers 2-999. Whidéher values re possible, there are
vendor dependencies.

Also make sure to NAME the VLANS and use the samsl@ descriptions on the virtual
interfaces.

1.9.4 Routed Interconnecting Networks '

For connecting between the Avid environment angp@@te environment, routed links are
required. These links are generally point-to-pé3 links with two active addresses.
Depending on the configuration more than one lirgyoe required.

interface GigabitEthernet1/48

description UPLINK to CORP.

no switchport

ip address 172.16.100.1 255.255.255.252

AV

1.9.5 Interconnecting Networks example

The example below builds upon a dual uplink exanmale a single device which also used
an Etherchannel for added capacity of resiliertas.dlso uses L3 routed interfaces with /30
ranges.

interface Port-channel20

description PRIMARY UPLINK TO CORP
no switchport

ip address 172.16.100.1 255.255.255.252
|
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interface Port-channel21

description SECONDARY UPLINK TO CORP
no switchport

ip address 176.16.100.5 255.255.255.252

|

<OUTPUT OMITTED>
|
interface GigabitEthernet1/45
description PRIMARY ETHERCHANNEL 1/2 to CORP.
no switchport
no ip address
channel-group 20 mode on
|

interface GigabitEthernetl/46

description PRIMARY ETHERCHANNEL 2/2 to CORP.
no switchport

no ip address

channel-group 20 mode on

|

interface GigabitEthernetl/47

description SECONDARY ETHERCHANNEL 1/2 to CORP.
no switchport

no ip address

channel-group 21 mode on

|

interface GigabitEthernet1/48

description SECONDARY ETHERCHANNEL 2/2 to CORP.
no switchport

no ip address

channel-group 21 mode on

1.9.6 Routing protocols

Ideally Avid will not be involved in the routing ptocols used by the customer environment.
The Avid “Border Switch” will use a default route point toward the customer environment,

and the customer will use a static route to pawntrd the Avid environment. The static )

route should be re-distributed in the customerremvnent. .

The default routes option when diverse uplinkstexis ‘
ip route 2.16.100.2

0.0.0.00.0.0.0 17
ip route 0.0.0.0 0.0.0.0 172.16.100.6 140

or a less open approach

ip route 10.1.0.0 255.255.0.0 172.16.100.2

ip route 10.0.10.0 255.255.255.0 172.16.100.2

ip route 10.0.14.0 255.255.255.0 172.16.100.2

ip route 10.1.0.0 255.255.0.0 172.16.100.6 140

ip route 10.0.10.0 255.255.255.0 172.16.100.6 140
ip route 10.0.14.0 255.255.255.0 172.16.100.6 140
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Note: the Cisco Catalyst 4948 switch supplied by Avid tiee standard software
image so does not support the OSPF and EIGRP etc.

WS-C4948-10GE-S Cisco Catalyst 4948-10GE, Stanlaitlayer Image (SMI)
(RIP, static routes, IPX, AppleTalk),

Using a HSRP instance on the Avid switches witkefault route and an HSRP instance on
the House Switches with a static route is a simpd¢hod to avoid the need for routing
protocols.

1.9.7 ISIS 5000 IP address use

Unlike the ISIS 7000 the I1SIS5000 is much more eovetive in it use of IP addresses. In a
multi-engine system each Engine has an addressiigke subnet. At product launch V3.0,
the system is limited to 40 licenses, hence ameesjistem, all the servers and clients, would
fit into a single /26 subnet of 62 addresses. Asioa 3.2 this up to 90 clients and 6 engines
were permissible which will require a /25 subnaetwédver it might be that future versions

will have more licenses so to cope with future exgoan possibilities an single /24 range of
254 addresses is recommended.

1.10 MAN/WAN Connections

Client connectivity to Avid ISIS 7000 was desigreeda LAN application. Therefore using
an ISIS client across a MAN or WAN connection pasesy technical challenges. It is
achievable with the correct configuration and emend path considerations, such as QoS.

Note: WAN (Wide Area Network) is a generic terndarsed to indicate connections
between sites, but generally means a lower spastections using the legacy

technologies up to 45Mbps. The term MAN (MetroglitArea Network) is generally
applied to the faster ATM/SDH/SONET and Ethernetdabtechnologies with speeds
above 100Mbps, which now extend beyond the metimoboundaries. A

Avid recommends a Gigabit Ethernet connection &btireg clients, and this requirement =
applies to a MAN scenario too. Many providers cappdy high quality Gigabit Ethernet

MAN solutions. Providing latency and jitter are kit Avid guidelines (re-stated below),

such solutions are supportable. The number ofitsighich can be supported in a Gigabit ‘
Ethernet link depends on the video resolution, gtyaof concurrent streams and the

percentage of guaranteed bandwidth available (asright be a shared link used for

corporate Data and voice services). Also the lpndfile of the editing client must be

considered, and best practice network design gaeetefine that a MAN/WAN link should

not be designed to be constantly loaded above Zaocity, when it reaches this level an

upgrade should be planned and deployed before ¥8%age capacity is reached.

Avid Interplay Assist clients using MPEG-2 browsedia can work at Fast Ethernet, but
there are restrictions on client count. Providiaighcy and jitter are within Avid guidelines,
such solutions are supportable butrwerecommended However, Gigabit Ethernet is a
much more viable solution and the price differefazenost providers between a Fast
Ethernet and a Gigabit Ethernet link presentatomot ten-fold, and often fractional access
such as Gigabit Ethernet presentation with a gueeanf 25% or 50% data throughput is
much better than Fast Ethernet.
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The table below shows thaiSis the maximum latency which should be considered
acceptable for a Gigabit Ethernet connection; imgeict of the same latency on a Fast
Ethernet connection is more significant and tharkg should be halved.

Value | Behavior Comments

Oms System performs on test network as if locally
attached

5ms Noticeable degradation in scrubbing RECOMMENDED Maximum Jitter and
performance, slight delay in play function Latency - combined
(minimal)

10ms Particularly noticeable delay in scrubbing, 1s USEABLE

delay from pressing play to material playing,
may not be suitable for editors

20ms More noticeable delay in scrubbing, 2.5s delay UNSUITABLE
from pressing play to material playing — this
would most likely be unsuitable for editors

Note that ISIS traffic is not suitable for inspectiby firewall. This is explained elsewhere in
this document.

Any solution requiring this workflow is subject &pproval from Avid network consultants.

Network Specifications needs for WG to WG

This is workflow dependant, based on resolution randtiplication factor of real time
transfer requires between WG. End to end lateneykisy factor in achievable performance.
With a Fast Ethernet link a or a Gigabit Etherimat Which has 5mS of latency they will only
get a about 10MB/S (2 x IMX30), Which about tops atrast Ethernet link but leaves 90%
unused capacity on a Gigabit Ethernet link, howdéwverpossible to use RFC1323 scaling to
overcome the limitations of the standard TCP atbarion a Gigabit Ethernet link with
latency.

Avid can offer assistance in optimizing link utdtzon on paid-for consultancy basis.

Network Specifications for Remote Clients

The specifications are same as for a LAN clientidAequires a Gigabit Ethernet connection
with less that 9mS of latency, preferably less thars. Then consider number of concurrent
clients/streams. Fast Ethernet is not recommerelesh for Low Res clients. While it can be
made to work, latency has much more impact, and tivere is buffering, which is very
dependant on which switches will be used etc.! ©sb&utions such as IP KVM may be a
better approach where BW is limited.

As for text based clients such as iNews, then Eb@VWEGASTREAM is fine, but

Interplay Access probably needs more like Fastria#teto ensure a responsive application
with head frames.

This type of requirement, where the workflow wiitthte the speed and latency

prerequisites, while the available speed and Igtenit dictate the workflow capability.
Generally this requires network consultancy.
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1.10.1 MAN - Example deployment

On a LAN deployment it is possible to support uA20DV25 streams in a single Gigabit
Ethernet path proving the upstream Gigabit Ethesmgtich has sufficient buffering and the
ISIS client is set for low resolution. This would balved to 6 streams if using the ISIS client
set for medium resolution or if using DV50/IMX 5Cedha. If the MAN link is shared then
this should be reduced further depending on thetiyaf guaranteed bandwidth available.
For example it may be possible to only supportBM25 streams or 2 x IMX 50 streams
concurrently.

The above example is based on Based on legacy 266Kk size, With ISIS V2.0 and the
default chunk size of 512KB the quantity of cliestgpportable is reduce by 50%.

Any solution requiring this workflow is subject &pproval from Avid network consultants.

1.10.2 MAN - Proven deployment

One successful deployment supported two NewsCeudliéors at a remote site, connecting to
and ISIS separated by approx 160Km (100miles) aihAN link which traverses both land
and sea. This link provided 1Gbps (initially it we&2Mbps) and had an average latency
between of 5-6 ms on the primary path.

The solution as used for reviewing, editing andnevecasionally ingesting material at DV25
until a second system was built at the remote site.

There were many challenges addressed by the custdrteam in terms of preventing this
traffic from being subjected to the existing Qo® ahaping profiles plus avoiding it being
sent via a firewall. This site used MPLS and theaks at both ends were placed in the same
VRF domain.

ISIS editors use UDP, but this link (actually thmpkcations) was also tuned for file transfers
using TCP and it was possible to consume almosbf2iBk capacity for a single transfer
representing more than 10x Real time workgroup-tokgroup transfer.

1.11 DHCP

Avoid DHCP IN Zones 1 and 2

DHCP is only useful where is a lot of “movement’ametwork.
» Stick with STATICALLY assigned address for Trandfianagers, NewsCultter etc.
» AirSpeed does not support DHCP

DHCP can be used for PC client if required

DHCP for Avid client devices in Zone3 will be deplamt on customers’ policies.

DHCP will usually be default for Avid client devieen Zone 4 — customer network

AVID

1.12 10G Link aggregation

In large scale deployments, with a high numberaneZ4 video clients (also applies to Zone
2 and Zone 3) it may be necessary to aggregatdiak&sfrom each ISIS 7000 VLAN
toward the Border switch (or switches). ISIS dsagport the aggregation of 10G links using
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an Etherchannel style connection; however theféwllities of Etherchannel are not
supported in V1.x software.

ISIS 1.x has a very BASIC implementation of Linkgkggation, it is capacity centric only.
Basic Link aggregation adds capacity by makinghglsilogical link with multiple physical
links, if one physical path fails the whole logitiak is affected. In ISIS 2.0 Avid supports
the ability to work with a reduced number of limegher than just have a "leaking pipe"
which renders the aggregate broken. In ISIS 1.aggregate link with 2 paths or 4 paths
will be broken if 1 path fails. In ISIS 2.0 an aggated path with 2 links will still run on 1
good path and one broken path (or 4 links will stih on 3 good paths and one broken
path), hence a more complete algorithm in ISIS 2.x.

A combination of ISIS 1.x and Link aggregation &t@RP is a flawed design, because of the
manual intervention is necessary at the ISIS toptetaly disable the broken link. Another
approach to mitigating the design limitation wobklto use GLBP (gateway load balancing
protocol) instead of HSRP (hot standby routing @ecot). This is a configuration feature on
the Cisco switch and has NO COST IMPLICATIONS. VElthis has been "unofficially"
tested by AVID with excellent results, it has net yeceived official blessing.

The setup of a Cisco switch is described in thisudaoent referenced below. The set-up for
one VLAN only is shown, and this would need to eglicated on the second ISIS VLAN

The Avid ISIS 7000 Ethernet Switch Reference Guaidailable at:
http://avid.custkb.com/avid/app/selfservice/seasgf?Docld=348609

The settings in the Cisco 4948 or 6500 switch shdube
interface Port-channel10

switchport

switchport access vlan 110

switchport mode access

interface TenGigabitEthernet1/49
switchport access vlan 110
switchport mode access
channel-group 10 mode on

I

AVID

interface TenGigabitEthernet1/50
switchport access vlan 110
switchport mode access
channel-group 10 mode on

Similar commands in 6500 but with different int@ganumbers

The aggregate links has also been proven on a Fp&EEX 424 as a Zone 2 connection
and the Cisco Catalyst 4948.

The foundry commands for aggregation in an FESX are
trunk ethe 25 to 26
trunk deploy
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In a Foundry Super X the 10G interface would use Slimbers, for example

trunk ethe 4/1 to 4/2

Link aggregation has also been tested successfltite Foundry Big IRON RX,
SX/SuperX and MLXe (v5.x s/w) across 10G I/O module

In ISIS 1.x it is necessary to keep link aggregatiroups and an even number, i.e. 2, 4 or 8.
An aggregate link with 8 channels is unlikely, ainithe maximum permitted by

Etherchannel. In ISIS 2.x Avid supports a more plate link aggregation algorithm with
ability to work with a reduced number of links ae@ configured with an odd number for
normal operation.

1.13 Deploying Transfer Manager

In ISIS 1.x Transfer Manager (applied equally ttetplay Transfer and Archive Provider)

has always required a Zone 1 connection to botf V8IANSs. A third NIC with a different

IP network is required to exchange data with thetidation system other wise the bandwidth
gets transmitted across the ISIS backplane twibed an cause some design challenges and
the binding order of NICs need to be controlledambination with registry based persistent
routes so the"3NIC is the preferred exit path to appropriateefgn networks, and it is best

if the 39 NIC is on a different PCI bus to those connectiritly I1SIS.

When a 8 NIC is not viable, this “double booking” can besosome by connecting the
Transfer Manager as Zone 2 connections. This iffiaially supported by Avid
Engineering at this time but many sites do thiswiit any problems, as long at the
bandwidth planning (Per ISS is done correctly itkgathe same. This means that external
BW does not need a°NIC and does not travel twice over the ISIS baakpland the egress
point will now be the Zone 2/3 switch. It does hoeeadd extra load to the NIC used to
exchange traffic with ISIS and will also add to #&l bus loading.

Also see information in Section 2.8 for furtherarrhation on triple NIC deployment.

1.14 Jumbo Frames and legacy applications

ISIS 7000 does not support jumbo frames. While [B180 might be a more efficient system
if it used Jumbo frames, to exchange data witmtdiginstead is uses a highly fragment
datagrams based on 1500 byte MTU. There must bason. Jumbo frames are a great tool
in a controlled and restricted environment, such asrver room where all devices are
running on a small number of switches. But the atrative overheads of supporting
jumbo frames across a wider network are significintike regular IP datagrams which can
be fragment by a router in the end-to-end pathraressembled by the end host, jumbo
frames cannot be fragmented by a layer 2 devicg §ame Layer 3 devices) in the same
way, when a jumbo frame encounters an non jumbodranable layer 2 interface it will be
dropped, hence a jumbo frame travelling towardI& 18l have a curtailed journey.
Successful jumbo frames don't just happen, bothherstls have to be configured for jumbo
frames on the NIC and both end applications haveetoonfigured for jumbo frames, and the
capability is negotiated at the beginning of arXehange.
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The only Avid application that is likely to use jbimframes is AIRSPACE playout and
ingest server. Used in a Media network environnitemteded an intermediate Transfer
Manager which was connected with Fibre Channelrensade and Gigabit Ethernet on the
other, normally by and Alacritech Gigabit EtherBdE) NIC then onto the AISRPACE,
The connection between the AIRSPACE and the Tramsémager may have bee a directly
cross over cable or a layer 2 switch which was Jufrdome enabled in between. A very
controlled and restricted environment!

In some cases the legacy AIRSPACE will be connewiduISIS. Ideally as described in
section 1.12 above, this will be via a third netkimterface, suitably configured. But
AIRSPACE can communicate without using jumbo frantieis not as efficient and may
affect performance but it still works.

1.15 Avid Low Res Encoder

This device is the only product in the I1SIS/IntespProduction family which MUST HAVE
a Fast Ethernet connection. It is only supportethernCisco Catalyst 4948, 4900M and the
Foundry FESX 424.

It should work just as well on a:
» Cisco Catalyst 4500C with SUP 5 10G and a WS-X4&6&face card,
» Cisco Catalyst 4500E with SUP 6 and a WS-X46481ate card
* Foundry FESX 448 ( with appropriate QD settings)
* Foundry Super X ( with appropriate QD settings)

The Low Res Encoder is known to fail on when coteeia Cisco Catalyst 6500 using the
only approved Gigabit Ethernet interface card WS4& This is due to insufficient egress
buffering on this card for a Fast Ethernet conreéteid video client.

1.16 Resilient First Hop Protocol .

There are several methods for providing a faultreoit default gateway. The Avid switch
configuration examples describe the used of HSRR @tandby Router Protocol) for Cisco Sl
solutions and VRRP (Virtual Router Redundancy Rrofjofor Brocade/Foundry solutions, '
requiring the use of two layer 3 switches. Whehia VLAN exists on both switches, this

will not be connected to ISIS, so a switch to stittterlink must exist to carry this VLAN. ‘
Ideally there should be a switch to switch intdelirunk carrying all VLANS, with ISIS

LEFT and ISIS RIGHT VLANS having increased pathtansthis sw-sw link so it is

normally blocked. This permits communication betwdee HSRP/VRRP instances in the

event of a 10G path (to ISIS) failure. This switorswitch interlink should also be

“protected” via an Etherchannel or secondary patiinfally blocked by spanning tree) as it

is of critical importance when supporting a clustemterplay Production deployment.

This switch to switch interlink is already addres&®4900M Config E using a 20G
Etherchannel but does not feature in Config E fisc@€4948 or Brocade FESX 424. Similar
principles to the 4900M example can be used o4 894& (and FESX424) to create an
aggregate link between the switches.

NOTE: Cisco offers GLBP (Gateway Load Balancingt®tol) as an improved
alternative to HSRP. While this has not been folyrtalsted by Avid, it has been
deployed successfully by several customers. Onerrhanefit of GLBP vs. HSRP is
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that the improved protocol provides load-sharingrisure both (all) the active
interfaces are used to carry traffic. Another appaadvantage is a smother transition
in the even if a group-member failure. Wikipedia Isame compact article which
may be helpful.

1.17 INTERSWITCH link for resilient configurations.

When using Config E with 4900M the standard cosfpgcified an inter-switch link across a
10G path. The primary purpose of this is to pradiee Zone 2 clients in the event of a local
10G link failure to ISIS, and the ISIS VLANS havweiacrease path cost on these ports to
block them (with STP/RSTP) under normal circumsgsnout it also serves as a backup path
for resilient first hop protocol (HSRP/GLBP/VRRRtercommunications in event of a
primary path (via ISIS) failure.

Note the 4948 config E does not have this featune] can be added using 1 G links
(or aggregated depending on potential load) andhwiseng Interplay Cluster a link
for that VLAN mustexist between the two switches.

The ISIS Config E is of course primarily about 1Sb&t this will normally mean Interplay
Production too, most likely in a cluster configimat so it is important to include these
VLANS on the inter-switch links as well. Any VLANnhich exists with a resilient first hop
protocol (HSRP/GLBP/VRRP) must be permitted onititer-switch link.

Ideally this inter-switch link needs to be backwgiipfor the I1SIS VLANS too, so one method

to do this is to use 2 x 10G aggregate and thisoige important when using Nx10G

aggregates from ISIS. But sometimes 2 x 10G mighaxessive, so it might be preferable to
back up the 10G link with a 1G link which shouldmally get blocked by STP (would need

an increase port cost to ensure the desired pathrisally blocked by STP/RSTP), so

normally active is the 10G path passing non ISIAMSs) traffic, if a 10G link to ISIS fails

then the 10G inter-switch link will support the &dxhal traffic (although some ISS 10G port
oversubscription may occur depending on systermptgp, if the 10G inter-switch link fails A

but all other 10G links (to ISIS) are fine then @ link becomes active, to support the )
lower data rate transactional traffic. .
2.0 Interplay Production Requirements ‘

Interplay Production is a complex system with megguirements, which are variable
depending on the system design. Below a subsbbeé requirements are discussed, but one
suggested document is the Interplay Best Pracgicee.

At the time of writing the most up-to date versierV2.4 available from

Avid Interplay Best Practices v2.4 [411843]
http://avid.custkb.com/avid/app/selfservice/seaspi?Docld=411843

Avid Interplay Best Practices v2.3 [387071]
http://avid.custkb.com/avid/app/selfservice/seaspt?Docld=387071
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Avid Interplay Best Practices v2.2 [367027]
http://avid.custkb.com/avid/app/selfservice/seaspt?Docld=367027

2.1 To Multicast or not to Multicast

If all devices are configured with unicast lookujueesses, then the multicast command are
not required.

Most implementations used UNICAST (DEC 2010) adskedor all lookup services, as this
speeds up the Avid Service Framework. The JINiiggcture is still central to Interplay
Production.

The multicast commands for layer 3 switches insihetions below are not longer commonly
deployed.

Avid Interplay Production makes use of the JINkmlsited computing environment, which
employs IP multicast. Multicast is required by tbek up services. By default we configure
the Cisco 4948 to use the default Cisco implememtaif PIM SPARSE-DENSE-MODE.

All Interplay Production devices are listeningmort 4160 receives the same packet if no
router blocks it. Multicast packets are sent tad ga60 using the following IP addresses:

224.0.1.84 jini-announcement
224.0.1.85 jini-request

See http://www.iana.org/assignments/multicast-aski#re for further multicast listings.

JINI is not an acronym. JINI is the name for artlisited computing environment that offers
“network plug and play” effectiveness. It is theeonderlying inter-communication
technology behind the Interplay Production Framdwvservices and Applications. Itis a
Java network technology developed initially by Sdigro Systems®.
http://www.sun.com/software/jini/overview/index.xml

For Interplay Production clients in the custometwork that also need to access the Avid
Service Framework, i.e. more than just look upises; when Multicast routing is not
permitted on the house network, two alternativastdgr remote (zone 4) clients:

* Multicast repeater

» Direct unicast IP address configuration on thentlie

Since 2009 the preferred deployment method has teeem Multicast routing only on the
switches that connect directly with ISIS and suppie Interplay Production elements, i.e.
allow multicast in Zone 1, 2 and 3, but there is neguirement for multicast connectivity in
Zone 4. Zone 4 clients are best configured withithaddress of the look-up server(s) (LUS),
and not configured as part of the Avid Service Feanork environment.
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2.1.1 Multicast repeater - LEGACY

This is a (low specification) PC which acceptsiindticast packets and then sends them via
unicast IP to another multicast repeater in thedAenvironment. When a house network is
broken down into multiple VLANs and multicast ragiis not repeated, each VLAN will
need its own multicast repeater.

Look Up mcast- ’ mcast- Look Up
G

Figure 3 - Avid Multicast Repeater for Interplay Production

2.1.2 Direct Client Configuration

When a number of clients are widely dispersed,giaimulticast repeater in each case is not
feasible, individual clients can be configured wviltle unicast address of the look up service.
As multiple IP address can be entered, this redsiwe® aspects of the in-built resilience of
the JINI infrastructure.

Since 2009 this is now the preferred method foreZémlients.

Ideally these distant clients will not participatehe Avid Service Framework, so have no
requirement for Multicast features.

More details on Multicast requirements and reconuagans can be found at

http://avid.custkb.com/avid/app/selfservice/search.jsp?Docld=266811

Avid Multicast Repeater Overview doc id: 266811

Description A Multicast repeater (MCR) is an emlay Production software component
used to bridge multicast packets that are requoyeithe Interplay Production framework to
send messages across IP subnets that would notvitbgass multicast packets.

2.1.3 ALL Client Configuration Unicast

If all devices are configured with unicast lookugeesses, then the multicast commands are
not required.

2.2 Multicast commands

The commands to enable multicast routing on thedCasmd Foundry switches are not
included in the Standard ISIS configurations files¢ause these are for ISIS and not
Interplay Production. However when ISIS and IntaydProduction are used together it is
recommended to enable the multicast routing commbetbw are an extract from the
document “Avid Multicast Repeater Overview — Whappr”

http://avid.custkb.com/avid/app/selfservice/search.jsp?Docld=266811

Note that Multicast routing was never currentlygonped on the SMC8724 platform, which
is shipped with V3.1.1.56 firmware. [2010 — SMC 82ZJBSELETE |
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2.2.1 Cisco Commands for Multicast

By default a layer 3 switch such as the 4948 usedivid “contains” the multicast traffic in
the local domains. This is a feature of all rolteandaries and not specific to Cisco. To
allow multicasts traffic to pass between networks|ticast routing must be enabled. An
example of the configuration command needed oZtme 2/3 border switch are given
below. However multicast routing may also be regglifor Zone 4 clients in the customer
network, unless an MCR is used. However, if theamer has multiple users located in
many VLANS, as per a standard data network desigm several MCR instances may be
required.

switch>enable

switch# show ip multicast
Verify multicast status (off)

switch # config t

switch(config)# ip multicast-routing
!

switch config)# int vlan10

switch(config-if)# ip pim sparse-dense-mode
|

switch(config)# int vlan20

switch(config-if)# ip pim sparse-dense-mode
!

switch(config)# int vlan30

switch(config-if)# ip pim sparse-dense-mode
!

switch(config)# int vlan40

switch(config-if #) ip pim sparse-dense-mode
!

I Note - Repeat for other VLANS as required/configured (e.g. 30)
!
switch(config-if #)exit

!
switch(config)#exit

switch # show ip multicast
Verify multicast status (on)

!
switch # show run
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Verify Vlan setup shows pim setup
!

switch # copy run start

2.2.1 Foundry Cisco Commands for Multicast

By default a layer 3 switch such as the FESX-4Ztus/ Avid “contains” the multicast
traffic in the local domains. To allow multicastaftic to pass between networks, multicast
routing must be enabled. An example of the configon command needed on the Zone 2/3
border switch are given below. However multicasitirggy may also be required for Zone 4
clients in the customer network unless an MCR eduglowever, if the customer has
multiple users located in many VLANS, as per adéad data network design, then several
MCR instances may be required.

switch> enable

switch # config t
switch(config)# router pim
|

switch(config-if)# int ve 10
switch(config-if)# ip pim

!

switch(config-if)# int ve 20
switch(config-if)# ip pim

!

switch(config-if)# int ve 30
switch(config-if)# ip pim

[

switch(config-if)# int ve 40
switch(config-if)# ip pim

!

I Note - Repeat for other VLANS as required/configured (e.g. 30)
switch(config-if)# exit
!

switch(config)# exit
!

switch # wite mem
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2.2.3 ALL Client Configuration Unicast

If all devices are configured with unicast lookugeesses, then the multicast commands are
not required. (This is a deliberate copy of secfidl.3)

2.3 DNS

The availability of a local DNS instance is imp@ratfor a successful Interplay Production
deployment. Forward and reverse lookup is requifée. DNS should contain zones for both
ISIS VLANSs and any other Avid-specific VLANSs, suak transfer VLANS, Cluster VLANS,
etc.

If a local DNS is not available, and DNS is provdea the corporate network it means that
the Interplay PAM/ISIS environment cannot be diswwoied from the corporate network in
the event of a security issue. If the link to teeporate network is broken, either due to
deliberate action or a failure, the I1SIS and InteygProduction will not function correctly.

For optimum performance, Interplay Production/I88uires a DNS lookup with negligible
latency; this is another reason why a local DNfg&ferable.

In a new Interplay Production installation, a p@pwdption is to have DNS installed and
configured for all “Avid VLANS” on Avid General Ppose Servers. These servers can be
configured a few different ways, but the most comrace to either have each server dual-
connected, one port to each primary ISIS VLAN,@mconfigure each server with a switch
fault tolerant teamed connection, in a third, rdu#.AN (to two different switches).
Because the General Purpose Servers also run Aviic8s Framework, and ASF relies
heavily on a single, primary connection, the teamgoroach may be the best option for
redundancy. These options should be discussedawitkvid Network Specialist at the time
of planning and commissioning.

If integration with an existing corporate DNS stwre is required, one viable option would
be to setup DNS servers within the I1SIS/Interplaydaction core to serve these zones, and
setup forwarders to forward all other unknown lgadto the corporate DNS servers.

=
2.3.1 Why is FQDN resolution required? 'I

Common understanding is that it's a 'securityuieadf the 'auto-magic' Java discovery layer,
used by JINI which is a component of Avid InterpRypduction.

Fundamentally it is a requirement for the netwarit@col security that Avid use for AlF
(Avid Interplay Production Framework). To gethawal, the requirement has its basis in
how Java implements Remote Method Invocation padt(RMI).

Basically what happens under the covers is thanvehemote client (like Interplay Assist)
tries to contact a service (like Media Indexerg tonnection goes through some security
checks before it is accepted. One of the secadhiégks is to validate that the caller really is
who he says he is. The protocol handler doedthldoking at the IP address of the caller
and doing a reverse DNS lookup to resolve a nanag;tame is then compared with the
name the caller provided as part of the initiaesf. If they match, the system trusts that the
caller is really who he claims to be. If the nardéter, the call is rejected (because the caller
isn't who he claims to be). FQDNSs are used thnougso that we always know that name
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comparisons match; use FQDNSs everywhere is prdéesabthat short name vs. long name
mismatches are avoided.

A simple or short name is considered ‘ambiguousreds the FQDN is ‘'unambiguous' in that
it points to the exact location in the DNS hiergrétom the top-level down to the
nameserver. Also some DNS resolvers treat thérigadot' in a FQDN or lack of,

differently. The correct method is to use a tragldot as part of a FQDN. Wikipedia provides
some further references.

http://en.wikipedia.org/wiki/FQDN

2.4 Active Directory with Interplay Production Clus ter

When a Clustered solution is deployed it is esaetdihave Microsoft Active Directory
services available. This is because Microsoft @lusthich is the underlying service
providing a resilient Interplay Production solutieguires Microsoft Active Directory
services.

More details can be found in the “Avid Interplaydtme Failover Guide, For Cluster
installations” available from the URL directly balavhich the most up to date document at
the time of writing.

Avid Interplay Engine Failover Guide v2.3 [387015]
Avid Interplay Engine Failover Guide ¢ 0130-07643-02 Rev | « December 2010 « Created 12/10/10
http://avid.custkb.com/avid/app/selfservice/seaspi?Docld=387015

2.4.1 Avid Interplay Production Active Directory Co  nsiderations A
=

With the advent of Interplay Production and patacly the Microsoft Cluster solutions for '
both Asset Manager and Archive Manager, an Actiredory (AD) account is required.

This account is used on both cluster nodes andsltbe systems to failover in the event of a ‘
hardware or software problem.

Most large customer sites will already have anvecDirectory containing all users,
computers and other peripheral devices. The pnoltéh integrating into this AD is strict
security policies are likely to exist to restrictewm access and computer functionality. These
policies can cause Avid editing applications td &ai they require high levels of access on the
local computer and a relatively unrestricted nekaaomnection to shared storage and asset
management systems. In addition to this IT spistsathat maintain the AD are not best
placed to maintain critical broadcast systems.

Another reason to locate an AD instance withinAkiel environment is security of
operation. If the connection to corporate netwisrroken for any reason, whether
deliberately or as a result of a failure, thenrpliy Production will be greatly affected
because the cluster will malfunction so it is STR&EW RECOMMENDED that and AD
instance exists within the Avid environment.
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All of the above has led Avid to suggest three déad configurations for use when Microsoft
Clustering is specified in the system, these are.

1. Avid supplies one or two servers to act as DN& Active Directory servers.
The second server offers redundancy, an importamdideration in critical broadcast
systems. Within the AD three organizational u(@$)) would be created (Clients,
Users and Servers.) This would allow policiesealbployed to clients and users, for
example restricting internet access, and would @fsure critical server systems
never inherited these policies. With this confagion it would be preferable if all
computers were domain members and all logins mahigen the AD.

2. Avid supplies one or more servers to act as RBNEAD. The AD would be
very basic with only the cluster service accounhgpeised. All server systems would
reside in an Avid workgroup and local logins wobklused. Clients would be added
to the customer AD, allowing centralized managenoénisers etc by the IT
departments.

3. Avid provide no dedicated hardware and relyf@ndustomer infrastructure
for both DNS and AD. In this environment it's stgdy advised a customer AD
server is connected inside the Avid segment ottlstomer network. In addition to
that the avid related computers and users shousgtpeegated into separate OU’s
which have limited policies applied.

In all the above examples the system directorsesm@mmended to be left outside the Active
Directory.

Active Directory Trust Relationship
A one way non transitive outgoing trust would be tecommendation when linking the Avid
Domain to the customers existing domain,

By making the trust non transitive you have to &y setup between two separate domain A
forests.

=
By making the trust a one way outgoing trust fréva Avid domain you allow users in the '
customer domain access to Avid resources but As@t bave no rights in the customer ‘
domain,

Below is extract from Active Directory Overview douent from Microsoft.
Technical_Overview_of Windows_Server 2003 _Activeebiory.doc

Active Directory Basics

Active Directory is the directory service for Wingde Standard Server, Windows Enterprise
Server, and Windows Datacenter Server. (Active dingy cannot be run on Windows Web
Server but it can manage any computer running Wusd&/eb Server.) Active Directory
stores information about objects on the networkraa#tes this information easy for
administrators and users to find and use. Active®@ory uses a structured data store as the
basis for a logical, hierarchical organization wédtory information.
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This data store is often simply referred to asdinectory. The directory contains information
about objects such as users, groups, computergidsnorganizational units (OUs), and
security policies. This information can be publdiier use by users and administrators.
The directory is stored on servers known as domaimrollers and can be accessed by
network applications or services. A domain can h@awe or more domain controllers. Each
domain controller has a writeable copy of the dogcfor the domain in which it is located.
Changes made to the directory are replicated fraotiginating domain controller to other
domain controllers in the domain, domain tree,one$t. Because the directory is replicated,
and because each domain controller has a writealplg of the directory, the directory is
highly available to users and administrators thhmug the domain.

Directory data is stored in the Ntds.dit file oe tiomain controller. It is recommended that
this file is stored on an NTFS partition. Some datstored in the directory database file, and
some data is stored in a replicated file systeka,lbhgon scripts and Group Policies.

A useful online (Microsoft) resource for technieaticles is
http://technet2.microsoft.com/windowsserver/endily/6f8a7c80-45fc-4916-80d9-
16e6d46241f91033.mspx?mfr=true

2.5 Time-code and NTP.

In the avid world it’s critical that the CaptureMager has the timecode card and is locked to
house LTC. This is because the CaptureManageheiié control of devices such as
airspeeds and low res encoders, also with LTC attidl inust be exactly the same, to ensure
accurate recordings. The CaptureManager has theafdCand its local clock is locked to that
card. Typically the CaptureManager is then made amt NTP server for all non framework
clients, i.e. Airspeeds, Countdown etc.

Any PC that has the Interplay Production Framewionie service running on it MUST have

the windows time service disabled so that the tovoat interfere with each other. In fact

what happens is that the Interplay Production Fraonle time sync will stop so as not to

cause clock hoping. Any client that has Interplagd@ction applications loaded will be

running framework services even when Interplay Betidn applications are not running,

because the Framework exists as a service. InjelRstaduction Framework services update

the time every 10 seconds which is more frequeart thiTP defaults or Windows time '

defaults. ‘

Typically the local Active Directory domain coalier (only mandatory if running an
Interplay Production cluster) will be locked to @QajgManager, either via the NTP service or
if it's running an Avid service such as the loolggrvice then it can use the Interplay
Production Framework time sync.

When a CaptureManager is delivered via Manufacgufidublin) it comes with a pre-
installed Time code card from Adrienne Electronibtp://www.adrielec.com/pci-tc.htm
model PCI-LTC/RDR is supplied, and pre-set with specific driversallmust not be
changed.

As part of System Setup, Avid engineers configheeNTP server on the CaptureManager
and link it with the Interplay Production Framew@&rvices.

TheAvid CaptureManager Installation and Configuration Guide, v4.0 available at
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http://avid.custkb.com/avid/app/selfservice/seaspi?Docld=266859

2.5.1 Time Synchronisation for Avid Interplay™ sys  tems

Another very useful document can be obtained frond AXnowledge base
http://avid.custkb.com/avid/app/selfservice/seasg?Docld=369915

Time Synchronisation for Avid Interplay™ systems

Accurate time synchronisation is critical for aNid Interplay and workgroup

systems. For reliable operation, all devices witidate media (such as editors,
AirSpeeds, TransferManagers, etc) or which contelcreation of media (such as
CaptureManager servers, CaptureManager clienfsietst have their time
synchronised to within 3 seconds of incoming hdusecode and to each other. To
keep the time-stamp of the created media filesistard, the shared storage must also
be synchronised.

2.6 Interplay Production Assist Browse resolution.
Avid recommend a Gigabit Ethernet connection fockénts. When using MPEG Il browse

resolution it is possible to use Fast Ethernetshich application need the agreement and
approval of Avid network consultants. See sectibfsand 1.8 above.

2.7 DHCP

Avoid DHCP IN Zones 1 and 2
DHCP is only useful where is a lot of “movement’ametwork

o Stick with STATICALLY assigned address for Interplaroduction Media indexers,
Transcode servers.

» AirSpeed does not support DHCP

DHCP can be used for PC client if required, i.¢efplay Assist or Interplay Access
DHCP for Avid client devices in Zone3 will be deplamt on customers’ policies.
DHCP will usually be default for Avid client devieén Zone 4 — customer network

2.8 Streaming Server deployment practices

There are many considerations on how to deploystieaming Server, such as:
* Should it be Zone 1 or Zone 2 connected.
* Should it have a different external path for theégs clients?
* What switches are need in the corporate network
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2.8.1 Network Zones and DNS

This is both a topology issue and a DNS issueceSinost corporations have integrated
DNS, the remote and the local users are usingaime ONS.

For the One Customer installation the Project Man&ags taken the following approach ...

» Triple connected Stream & Delivery servers, dualnexted to ISIS VLAN (10 & 20)
and teamed connection to an ‘outbound’ VLAN (40).

» Set the ‘outbound’ as Primary.

* Only registered the ‘outbound’ in DNS.

* Used a few static route statements to tell the oxeoute to local VLANS via 10 &
20 connections.

This config requires that the Streaming & Deliv&grver(s) be able to route from their 40
connections to find FRAMEWORK components, like LUBalso means that all users, local
and remote, will ‘find’ the outbound connection.

It also offers the following advantages ...

» Dedicated pipes for local ISIS connection and &note streaming & delivery.

» Simplified traffic shaping, all routes to remotésets will be made through the
‘outbound’ primary.

» Simplified DNS ... all users find the ‘outbound’ caation.

2.8.2 Network Requirements for Interplay Access str ~ eaming clients.

The objective of the Interplay Streaming serverlfiterplay Access clients is to greatly
reduce the network path and workstation requiresyemd even to permit browsing via
WAN grade connections. There are several sermgmdved in the solution which connect
with ISIS, depending on the elements used in théiea there may be Stream Server,
Publish Server and Delivery Server.

The Interplay Access clients receive an Ultra LoanBwidth stream, which does not use
fragmented packets like ISIS clients, nor any fafmeversubscription. The Quick-Time
wrapped MPEG 4 stream with Compressed Audio reguapproximately 1Mbps. Both the
uplink path from the Avid environment, and the edgeice demands are very low.

Basically, Interplay Access clients receive a “waddss” stream which has been
demonstrated over 802.11 WiFi, and can even beviaeilmoderate broadband/DSL
connection. There should be no issues co-existitigWolP deployments. Ideally in a LAN
deployment for this type of client will be Fast Ethet minimum.

Consider that a single stream is approx 1Mbps, HaOsof them would consume a Fast
Ethernet pipe, and take approx 10% capacity ofgalsi Ethernet pipe. Of course depending
on the network design for resilience, there maynoee than a single Gigabit Ethernet
interface between Avid and House network. Plus reber that this does not take into
account any other traffic using the uplink pathhsas Transfer Engine or Delivery Server.
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2.8.3 Firewall Parameters for Interplay Stream Serv  er Clients

The resources below describe the requirementsiferdlay Stream Clients when using
Interplay Stream Server introduced Interplay 2.0.

http://www.soundscreen.com/streaming/firewall.html

Open the appropriate ports on the Firewall. THmwad the streaming server to be accessed
via RTSP/RTP on the default ports and providesbette of network resources, lower
speeds for client connections and less load oseheer. The Ports that need to be open for
unrestricted streaming include:

TCP Port 80: Used for signaling and streaming RHIFP (if enabled on server)

TCP Port 554: Used for RTSP

UDP Ports 6970 - 9999: used for UDP streaming.

Note a smaller range of UDP ports can usually leel (ypically 6970-6999).

TCP Port 7070: Optionally used for RTSP (this p@used by Real Server, and
QuickTime/Darwin can also be configured to use piug)

http://www.geeklan.co.uk/?p=14

2.8.4 Firewall Parameters for Interplay Streaming S erver Clients

The resources below describe the requirementsiterglay Stream Clients when using
Interplay Streaming Server introduced Interplad. 2.

To enable streaming from the Interplay Streaminy&eo Interplay Access clients, the
network has to allow UDP and TCP traffic on thddwaing ports:

* Direct client/server communications: 554, 7070PTC

*UDP streaming: 6970 - 6999 UDP

* Interplay Engine communication: 80 TCP

This port usage applies to both SR2500 and AS360&Es. '

=]
Note: If UDP packets are lost on the way from tbever to the client there is '

no direct feedback. The Streaming Server doesetamy feedback that the
packets were lost, and the Access client mustuvdil a timeout occurs. ‘

2.8.5 Supported Config

At the time of writing this section, the only tedteupported config is 100 clients with a
single streaming server. So with this you onlych#eNIC for ISIS and 1 NIC for the clients.

The Streaming Server is based upon an open-sooiggs which does indicate the ability
to scale with multiple servers for several hundrefdslients.

2.9 Interplay Production Copy Server

This section is supplementary to information in dinterplay Media Services Setup and
User’s Guide, and concentrates on the hardwaregegnt practices.
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The COPY server is a unidirectional transfer serti@at requires all the normal Interplay
Production elements to exist in both workgrougsdata transfer is required in both
directions then two copy servers are required. ddpy server has a Layer 2 relationship with
ISIS. Layer 3 connections are not supported.

The COPY server is supplied (and normally configlirgith 2 x 10G interface cards which
would normally be connected as 10 G Zone ldevicectlly to one ISS on each ISIS system.
It is possible to connect using 1 G interfacestbistwill impact the performance achieved.
The only testing which has been done is using Zooennection at 10G.
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Figure 4 - Copy Server in Zone 1 - Preferred
Careful bandwidth planning is necessary to ensarengine or ISS is not overloaded.
Depending on the parameters associated with &lester(s), the achieved throughput may

vary from 30 to 300MB/S. Also consider that if nesary the bandwidth available to this
device can be limited at the client level.

Note: One Engine should not be used to host 2 Gapyers.

Deploying in Zone 2
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There may be some instances when the copy sempothe connected as Zonel, but can be
connected as Zone 2. This method has not beertiglygkested. The client itself has no
understanding of Zone 1 or Zone 2; both are a I2yefationship with ISIS.

Deploying Devices in Zone 2 when using CHELSIO X&ds in an SR2500
server has encountered some field problems, wherle wvercome by
replacing with (standard Avid issue) CHELSIO 10@&iface card with a
(standard Avid issue) MYRICOM 10G interface cardhieh is also supplied
in the AS3000 server. Deployment of MYRICOM in SR is not qualified
(Q3/2011), but is due for testing Q4/2011

INFORMATION — p Copy Server with MRYICOM 0G card has been sudcdlysdeployed in

W Zone 3 with a single connection in Q3/2011. Thidrassed a specific
customer w/workflow issue but is not explicitly gpted by Avid
Engineering at this time,

The example depicted below shows a two engine amgangine ISIS. On both
Workgroups A and B, all the available 10G Zonenkdi have already been used so 10G ports
on the 4900M switch are used.

Copy server as
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Figure 5 - Copy Server in Zone 2

In this situation careful bandwidth planning igtical to ensure an engine or ISS is not
overloaded, however it may also be that the wovkitlictate that COPY action do not occur
during normal working hours when editors and infpgyout are demanding bandwidth.
Depending on the parameters associate with filesfest the achieved throughput may vary
from 30 to 300MB/S. Also consider that if necesghgybandwidth available to this device
can be managed at the client level.

A variation of this approach might be that WorkgsdAdthas a 10 G Zone 1 connection and
Workgroup B backup system is connected via 10G Zoifes stated above the clients are not
aware of Zone 1 or Zone 2.

Workgroup B

Copy server as
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Figure 6 - Copy server in Zone 1 and Zone 2

Also possible but not shown is connecting one agl@0G and the other side at 1G, such a
configuration would be most likely a temporary geta migrate media & metadata between
ISIS systems during a major upgrade procedure.

2.10 Interplay Production Move Server

This section is supplementary to information in dinterplay Media Services Setup and
User’s Guide, and concentrates on the hardwaregegnt practices.
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The Move server can be used to move data betwegkspares in the same storage group or
between workspaces in different storage groups 3éction will concentrate on the latter
and considers a MIRRORED storage group and a R&dEage group.

The MOVE server is supplied (and normally configl)revith 1 x 10G interface card which
would normally connect as 10 G Zone 1device, diydotone ISS the ISIS system. ltis
possible to connect using 1 G interfaces but thiismpact the performance achieved. The
only testing which has been done is using Zonenhection at 10G.

Ch

. Move server as Zone 1 -
PREFERRED

Unity 1515

MIRRORED
STORAGE GROUP

\

U000) {0000y (0000

0000] {0000 {0000

0000) [00Q0r 0000

U000] D00 {0000
\

RAID STORAGE
GROUP

Figure 7 - MOVE server in Zone 1

Careful bandwidth planning is necessary to ensarengine or ISS is not overloaded.
Depending on the parameters associated with &lester(s), the achieved throughput may
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vary from 30 to 300MB/S. Also consider that if nesary the bandwidth available to this
device can be limited at the client level.

When using a RAID Storage group and a MIRROREDesfergroup it is likely that the
demand on the RAID storage group will be lesshswill be the best connection point for
10G interface card.

Deploying in Zone 2

There may be some instances when the MOVE sermeiotde connected as Zonel, but can
be connected as Zone 2. This method has not bgdinitty tested. The client itself has no
understanding of Zone 1 or Zone 2; both are a I2yefationship with ISIS.

The example depicted below shows a three engirg &tere all the available 10G Zone 1
links have already been used so 10G ports on tbeMSwitch are used for the Move server.
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Figure 8 - Move Server in Zone 2

Deploying as 1G
There may be some instances when Gigabit Ethertextaces are used, but this has not been
tested or commonly deployed, but should work wéstricted throughput.

Deploying Devices in Zone 2 when using CHELSIO X#&ds in an SR2500
server has encountered some field problems, whetle wvercome by
replacing with (standard Avid issue) CHELSIO 10@&iface card with a
(standard Avid issue) MYRICOM 10G interface cardhjeh is also supplied
in the AS3000 server.
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3.0 Enhancing Network Performance

Depending on what needs to be enhanced, diffeeehhtques may be deployed. By using
the approved network switches (see section 1.3}@ndorrect network interface cards (or
LoM chipsets) with recommended settings (see sedtib) the network will already be
significantly optimized for ISIS video traffic. Eine may be other elements of the overall
solution which could be optimized such as wide ditedransfers which may benefit for
some of the information below.

3.1 TCP Window Sizing

Adjusting the TCP window size is a common methodrgdroving network performance
This is where you set RWIN (RcvWindow), RWIN is thiegle most important tweak of
TCP parameters. Raising RWIN from default: (8760Vibn95/98/98SE/NT and 17520 for
WInME/2K/XP) can greatly improve download speedst Bithout using scaling these
changes are limited.

The highest RWIN you can use without Windows Sepbring turned on is 65535. Simply
put, RFC 1323 Windows Scaling (TCP Extensions fighHPerformance,
http://tools.ietf.org/html/rfc1323is needed to enter any number higher than 65535.
WInME/2K/XP does not need the vtcp.386 patch reglbry earlier MS Windows operating
systems). Most users do not need to go higher@b&85. In MS Windows, Windows
Scaling "Defaults” to off (same as No), howeves tetting may be of user for server to
server connections.

ISIS video clients use a UDP protocol for exchaggiideo between the client and the
servers, but the techniques described above aictbargiven below can be of great
assistance with TCP based connections such asférslaager data communication with
external clients using high bandwidth links, aghhtapacity WAN links.

Description of Windows 2000 and Windows Server 200BCP Features
http://support.microsoft.com/kb/224829

Microsft Technet: TCP Receive Window Auto-Tuning
http://www.microsoft.com/technet/technetmag/iss2@87/01/CableGuy/default.aspx

Enabling High Performance Data Transfers
http://www.psc.edu/networking/projects/tcptune/

TCP Tuning
http://en.wikipedia.org/wiki/TCP_Tuning

Dr TCP
http://www.dslreports.com/drtcp

DRTCP: How do | use it and what are all these settigs?
http://www.dslreports.com/faq/578
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3.2 Useful Knowledge Base articles

3.2.1 Starbucks Fix for ISIS v1.0-1.4

http://avid.custkb.com/avid/app/selfservice/seasp?Docld=241963

Note that from ISIS 1.5 the software set attendbéassue of older client software releases
and the setup is not required when the client softvis installed properly.

4.0 PC and MAC Requirements

The general workstation requirements can be acdesad\vid website The information is
dynamic and changes with s/w versions and workstatvailability for Hewlett Packard and
Apple. Sometimes more comprehensive details wifdoed in the appropriate README
file.

At the time of revising this section (AUG 2011) ttentent below was available:
Windows Specifications for Avid Media Composer v&,5Avid NewsCutter v9.5.x, Avid
Assist v2.3, and Avid Instinct v3.5 [362927]

http://avid.custkb.com/avid/app/selfservice/seasp?Docld=362927

Windows Specifications for Avid Media Composer v4A®id NewsCutter v8.0, Avid Assist
v2.5, and Avid Instinct v2.5

http://avid.custkb.com/avid/app/selfservice/seasg?Docld=290223

4.1 Customer provided platforms

Avid provides qualified workstations and specifioas, but sometimes this does not match

with the policies of the customer. Workstationséhthe benefit of a fixed configuration

from the vendor, usually for 12-24 months, but ttosnes with increased cost. In many
cases the cost of workstation cannot be justiftediesktop clients running the s/w editing
products. The key elements to ensure for a namdsird clients is the quality of the network
interface card:

(1) Choosing a PC with an Intel LoM implementation &mere is a high chance of success,
or fit an additional Intel Pro 1000 NIC, the singlert card is quite inexpensive when
ordered in bulk.

(2) The quality of the Video card, fit an approved NVADQUADRO card as described on
the Avid website.
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(3) System bus architecture. Using a cheap motherbaiginceverything on the same bus,
even if the video card and NIC are correct, wotiltilsave some serious performance
issues, especially where I/O hardware is being.used

4.2 Customer tested platforms - 2007

This information is superseded by newer modelgdmiins for reference many customers
have deployed DC7800 and DC7900 successfully,enkiith the details given above in
section 4.1

The description for Interplay Assist and iNews iimstt does not describe specific products.
Some customers have deployed these applicatiotieeddP XW4x400 workstations, but
workstations are very expensive compared to PCs.

Models successfully tested so far for use withrjpitey Assist and iNews Instinct

HP Compag DC7700 Mini Tower with NVIDIA Graphics Aptter
* Integrated Intel 82566DM Gigabit Network Connection
* NVIDIA Quadro NVS 285 (128MB DH) PCle x16 VGA Card
» Integrated High Definition audio with Realtek 4-anal ALC262 codec
* Works with Assist, needs soundcard parameters eubingm default

HP Compag DX7300 Business PC with NVIDIA Graphiackafter
* Integrated Intel 82566DM Gigabit Network Connentio
* NVIDIA Quadro NVS 285 (128MB DH) PCle x16 VGA Card"
* Integrated High Definition audio with Realtek 4-anal ALC262 codec
» Works with Assist, needs soundcard parameters eubingm default

Note: the Intel 82566DM Gigabit Network Connectisra later & similarly capable chipset .
to the Intel 82546 Gigabit Controller use in theeliPro 1000/MT interface card
=

the same NIC chipset as the DC 7700, however #ad a later version of the NVIDIA

The HP Compaq DC7800 is currently being considesednother customer/project and has "
graphics family and at the time of writing is s#llvaiting evaluation.

4.3 Imaging PC Clients

To save time during installation, the use of dislaging is often employed. Interplay
Production system can be deployed form and imageédging certain criteria are observed as
described below.

Drive Images can Cause Duplicate Service IDs
Prior to creating drive images using software, sasiNorton Ghost™ ensure that all

Interplay Production Service IDs are removed tadeonflicts with duplicate IDs
when the images are restored to multiple computers.
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Workaround: Before creating drive images, do thie¥ang:

1. Stop all Interplay Production services and aapions using the instructions in the
Avid Interplay Production Framework User’s Guide.

2. Search the directory where Interplay Producsioitware is installed and
permanently delete any files with the extensger vi cel D.

3. Ensure the drive image is created before amypiay Production services or
applications are run again.

The next time the services and applications rugy thill automatically create new
and unique Service IDs.

Note: Later Interplay Production software checksdigplicated service ID’s and creates new
ones based on host name so a rename of a hogtrtriggcorrective” action on these ID’s.
However, it is still preferable to delete beforking an image.

Note: Imaging clients such as Media Composer SORNewsCutter SOFT must be done
before the s/w license is applied, as the licessssociated with multiple hardware elements.

4.4 ULTRA HIGH RESOLUTION Clients

When Avid introduced Ultra High Resolution CliemsQ4/2009 the preferred deployment
was Zone 1 only in an Avid Unity compatible singleannel 10 GbE PCI-e network interface
card (CHELSIO) with short range (SR) integratetiagp For use with xw8600 workstations
and dual quad-core xw8400s.

In Q3/2010 introduced the Avid ISIS 7000 compattilggle channel 10 GbE PCl-e network
interface card (MYRICOM) with short range (SR) igptated optics. For use with HP Z400
or Z800 workstations, with Windows XP32, Windows464, or Windows7. Also for use
with dual quad-core MacPro workstations runningv@éheopard.

5.0 Network Designs

The qualified network designs can be found at en“#vid ISIS 7000 Ethernet Switch

Reference Guide” available at:
http://avid.custkb.com/avid/app/selfservice/seaspt?Docld=348609

Other network designs need to be qualified. Avitivoek consultants have experience of
many successful network deployments, plus they lkearmed some valuable lessons from
some deployments which encounters a few challenges.

Examples of suitable networks are given below.
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Approved 6500 Components
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Figure 9 - Cisco 6500 Example

The diagram above shows a system with Dual Cis@@ 8%itches working as an HSRP pair.
The yellow section is the video production netwarkl the green section is the corporate
network. This example is based on the classicalartical Design Model and concentrates
on the Enterprise Campus sections of the Enter@useposite Network Model. It does not
consider the Edge distribution, Enterprise EdgeviSe Provider Edge, Server Farms, or
Management Network elements of the Enterprise Caitgpdletwork Model.

The 6500s which form the collapsed core and th®$%éhich connect with ISIS will feature
multiple PSUs and dual supervisor modules to ensadamum availability. The edge
switches may not have as much resilience builejpethding on system requirements at this
level. All interconnections between switches &6 Tibre optic to ensure non blocking
characteristics and so that buffering is only regpiat the edge.
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For larger systems the single 10G links from e&iB MLAN may not be sufficient, using
the 6500 means that aggregated links of 20G ora@@ossible if required.

Real Time Video is an aggressive traffic flow amd suitable to be subjected to the
limitations of a firewall. By using a Cisco 6500 st@f the PC based video clients can be
placed in a “Zone 3" mezzanine network design wiakkbws them to be located in the Video
production network but still have access to th@omte infrastructure via an intermediate
firewall.

5.0.2 Cisco 6500 and 4500

Access CATAS00 |
10 GBE connected i

|

s | !
>
|

/

Access CAT4500

S MitasssssssssssssssIssIssIEssESssanE
10 GBE connected Access CATA500
10 GBE conmnacted
Mg, I
B

\

Accass CAT4500
10 GBE connected Acoess CATA500
| \ 10 GBE connected

.- s I B~
o ] (G — ‘
PR | — coess @AT4500

1GBE dpnnacted

Sarver Room
10GBE connected

Figure 10 - Cisco 6500 and 4500 example
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This network example uses a 6500 “double helixeasith 4500 at the access layer.
End-to-end connectivity was exclusively 10 Gigattiternet. ISIS connected with a dual

HSRP pair of Catalyst 6500 using with Zone clieev@es being Gigabit Ethernet connected

on a WS-X6748 interface card. Dual stream editirents in Zone 4 connected to an
uncontended WS-X4506 interface card with singleastr browse clients devices connected
to a contended WS-X4548 interface card, which siggported other corporate clients.

5.0.3 Cisco 4948 with cascaded 3750

— ¥ F_ ¥ 1 e —
!_. '913 I 10G 106
VLAN 10 WLAN 20
= p b
% -! s f |

1G 1G
Zone 1 Client VLAN 10 VLAN 20

1G
16 Zone 4

Zone 3 Caip
L]}
106
: Comp

Zone 2 Client

%@)

Zone 2 Client

Y

Zone 3 Client

s/
-
7S I
( Corporate backbone o
3750G-24TS ‘ | 3750G-24TS

Zone 4 Client Zone 4 Client

Figure 11 - Cascaded 3750G Example
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This network example shows the deployment of CGatalyst 3750 Gigabit Ethernet
switches connecting multiple clients and relyingtioa buffering capability of the Catalyst
4948. This allows a RESTRICTED number of clientsvtwk on the 3750, the quantity
depends on the video resolution and the ISIS clsire it is not a fixed value so varies with
every customer. One could use a 3560E-24 in mhtee 3750E-24.

5.0.4 Foundry RX-8 core with FESX Edge

User Access

Core/Disribution

Tech. Room

D
] (EEEE]
[EEEE]
EEESE
EEEE

L —

Figure 12 — Foundry Example RX & FESX

This network example uses a Big Iron RX switchhesteart of the system permitting easy
expansion with link aggregation; the edge conndgtis fulfilled using FESX switches. In
the diagram above the FESX 424 is a qualified pcodinile the FESX 448 is an approved
product. Also shown is a FESX 424HF which offeriiddal optical connections if required.
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5.0.5 Cisco RX Core with Super X-Edge

User Access

40Ghps MPR
TRUNK 4 x
10Gbps

Caore/Disribution

VRRPe

Tech. Room

(EEES L2

Figure 13 - Foundry Super X and RX MRP Core
This network example shows a Foundry Super X VRRB#ent border switch connection
connecting into a Big Iron 40G MRP collapsed darplementation with Foundry Super X
also used at the access layer.
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5.0.6 Zone 3 Mezzanine Network conceptual diagram
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Figure 14 - High level plan of Mezzanine networktsucture

This example shows a high level representationefzanine network where a /24 IP
network as been subnetted into 4 sections to dowgranularity and the application of

different firewall or access list rules.
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5.0.7 4900M example#1

1 Gbps
clients

clients

1 Gbps
clients

UHRC client
10 Gbps

UHRC client
10 Gbps

ISIS Engines

Figure 15 - Mezzanine network structure with Zone3.1 and aggregated links

This example shows aggregate links from ISIS witth aggregated switch interlink for
resilience plus 4948 with 10G downlinks connectthgnts at remote locations, such as when
they are more than 90M from the ISIS, but cannptaleas Zone 4 in corporate network.

AVID

The two 4900M switches would use a resilient fimgp protocol such as HSRP (or GLBP) to
protect layer 3 services (see section 1.16 forildesa resilient first hop protocols). The 4948
would be configured as layer 2 only.

A Mezzanine network is described in more detabaction 7.1
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5.0.8 4900M example#2

This example shows and extension of example#1 sho®ection 5.0.7 above, supporting 8
x C4948 cascaded switches from the C4900M pair uaimy the WS-X4908 contended 2:1
10G interface module.

swaco3 [

N B

lﬁltﬁ!/ﬁll

AVID

Figure 16 - Extended Mezzanine network structure Wth Zone 3.1 and aggregated links

Careful network design and planning will ensurd thader normal operating conditions no
port on 4900M ever reaches a point of contentiomaost cases even in a fault situation,
most links will remain uncontended as it is likéiat not all client devices will be in used
concurrently.
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5.1 Buffering

Editing clients use an oversubscription model, Wwhitean that sufficient buffering must
exist at the edge:

Hi resolution real-time video places great demamdthe network infrastructure. To ensure
top quality performance, by default ISIS 7000 VZeammunicates with the client using
512KB bursts of UDP traffic. This is an aggresgvetocol suited to LAN environments
which have high performance components. Gigabi¢igkt switches need to be able to cope
with oversubscription, i.e. the ability of the 1G@rfs to buffer multiple 512KB bursts from

the 10G interfaces. Hence this places stringentireaents on the network solution.

Network traffic from more than one interface aggtaty into a single interface that does not
have enough capacity, congestion is likely, anccbgracket drops; this is called the
aggregation problem. If joining of multiple traffsireams causes congestion on an interface,
it is referred to as the confluence problem.

Avid editing clients cope with both of these issbesause the oversubscription model i.e.
receiving data from two ISIS storage blades comruly. Hence the network infrastructure
must also cope with this challenge.

5.2 Connection via IP phones — NOT RECOMMENDED

Within an IP Telephony environment it is commongpice to uses an single cable to the desk

and connect the PC client via the IP phone. AviddR@nend not connecting video clients

via IP phones because this adds another point wher®@oS can be adversely affected. Also

the throughput capabilities cannot be guaranteddi®felatively low cost device (in terms of
switching capabilities), plus generally the intedacards upstream of the Phone have less A
buffering because they are PoE based and designedrinecting lightweight clients rather g
than high performance real time video clients.

The worst example of this is where the IPT deviae jorts of different speeds and such as ‘
Gigabit Ethernet uplink to the access switch bt Edhernet downstream connection to the

PC client. Such as device will almost certainlyd@sufficient buffering for the large data

burst sent to an ISIS video client, and the pertorce will be totally unacceptable for real

time video. In this configuration, the only type/fid Interplay Production client likely to

perform acceptably would be Interplay Access whinly requires access to static head-

frames

5.3 Using a dual network connection

The principle of using two different network intaces to connect with separate networks is
has been viable since ISIS 1.3. While the tramsstipoints are not seamless, there is a
“hiccup” at the time of the link failure; the edlg client no longer fails when a 10G onward
link fails. Also this may be done when using VMWARMhich is explained elsewhere in this
document (section 7).
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FROM ISIS 1.3 Readme....... Fixed Items in Avid ISI®0W1.3
When using a client that is connected to Avid 13080 with dual-network ports, in a
redundant configuration, and a failure occurredhwite of the network connections, there
were several issues you might have experiencedthétidual-network port client. This
failure might have caused the Avid ISIS 7000 cotinaedo be lost, fail, or dismount a
workspace. Clients with dual-network ports alsolmigave experienced Semaphore
time-outs with 10-Gb or Hi-Gb stacking. Avid I1SIS00 v1.3 has corrected these issues
with dual-network port clients and operation nowtioues with a brief reaction as the client
shifts from one network connection to the other.

While dual network connection to both ISIS netwaikkaormal practice for devices such as
System Director and Transfer Manager/Interplay $r@an(with a third network interface to
the “outside world”), and sometimes high resolutsaliting platforms, using a dual network
connect connection to provide connectivity to I®i&rplay Production system and also to a
corporate network is bad practice and will leatbts of issues and challenges. Devices
which need connectivity to both resources shoudlausouted connection from ISIS
environment to the outside network or perhaps esenplemented in Zone 3 with a
mezzanine network which is explained elsewher@isxdocument (section 7). As a multi-
homed device can present a range of issues, itbdgtter to use adapter teaming as
explained in the section 5.4 below.

5.4 Using a teamed network connection

The principle of using two different network intaces to connect with separate networks is
A much better solution for resilient “editing typelients (Media Composer, NewsCutter,
Assist, Instinct) is to use teamed adapters, apidd&ault Tolerant or Switch Fault Tolerant
connections. The dual port Intel Pro1000 seriepi@ig have this functionality built in.

Implementation of the edit clients as a layer 3icvsupported by tolerant adapter teaming
has been successfully deployed on several sites 209 and is becoming the most popular
method to achieve a resilient connection which ises/most fault situations.

The term “adapter teaming” has different meaniige article below provides an excellent -
explanation the variations.

http://www.intel.com/support/network/sb/cs-00974ihh ‘
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ADAFTER F&";:'“TT} TOLERANT SWITCH FAULT TOLERANT (AFT)
2 NIC ports connect to different

21Nl perks conneatin dame switches, one port is active one port is
swilch, one port is active one port is R g e P
passive (waiting).

passive (waiting).

6.0 Firewall ISIS and Interplay Production

Many people ask the question about which firewalésrecommended or qualified for use
with ISIS. Prior to Q3/2010 the short answer isNNE) this was an issue to do with ISIS and
not Interplay.

NONE is a bit blunt for most customers so we haviedip them understand why.

Two separate testing events of differing vendodpots both in Q3/2010 with Next
Generation firewall technology and 10Gigabit Etlerinterfaces that either do not re-
assemble UDP datagrams by default or has verydeassembly have changed the previous
situation (indented below).

[Initial issue V0.1 August 2008]

To the authors knowledge there are no customeessftidly using a firewall for ISIS
traffic. There are some who have tried and faiéed other that are trying alternative
products. Also alternative approaches such as memzaetworks of the Avid
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Product Border switch, either direct or via MPL8regls. *NO LONGER
APPLICABLE **

Section 6.7 describes two successful tested nendrgaon firewall solutions. Sections 6.1 to
6.3 below remain explain some of the challengesepldsy traditional firewall solutions.

6.1 First understand ISIS traffic

By default ISIS 7000 V1.x sends 256KB UDP datagrémtbe client. Because the MTU size
on an IP network (without Jumbo Frames) is 150@®Byhis gets broken down by the IP
stack on the ISB into 172 fragments (5 segmenisgiware send to the receiving client,
which must re-assemble the datagram and then getiteuP stack to the application. Hence
why we need a Network Interface card with lots esatiptors (1500 Byte buffers).

In ISIS 2.x the default chunk size is 512KB , wharkates a total of 344 fragments/packets
as 9 segments.

NOTE : Why don’t we use jumbo frames? Well thigénerally used for short
haul TCP based server — server communicationsthasiés not server to
server type traffic but real time video! See settiol4.

6.2 Next understand Latency

ISIS client applications are latency sensitive.eg8liting application needs to be responsive;
ISIS was designed for high speed LAN environmertieWlatency gets to 5ms it becomes
noticeable, at 10ms it become intrusive, and at2idms unpleasant to use

Some testing with NewsCutter has been done preyiasspart of a different products but
this was based on Gigabit Ethernet MAN connection.

Latency applied Result

Oms System performs on test network as if locally attached

5ms Noticeable degradation in scrubbing performance, slight delay in play
function (minimal)

10ms Particularly noticeable delay in scrubbing, 1s delay from pressing play
to material playing, may not be suitable for editors

20ms More noticeable delay in scrubbing, 2.5s delay from pressing play to
material playing — this would most likely be unsuitable for editors

50ms Unusable delay from pressing play, buffer ran out after 4-5 seconds
and then started dropping frames

100ms system will not mount ISIS workspaces, reports network errors

*Given that the speed of light constant, 'c' is exactly 299,792,458 metres per second,
the figure of 1 millisecond per 300km should be an accurate estimate for the purpose of latency calculation over
distance.

Based on the tests performed with A NewsCutter editing client date 5ms is an acceptable latency;
this translates to a distance of a connection of approx. 1000-1500km* where it would be acceptable
to the operator.
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6.3 Firewall process

Normally when a firewall encounters a fragmenteckpait wants to re-assemble all the
fragments into a complete datagram and inspeatdahtent from the inbound interface, when
it is satisfied this is not a threat it will serfektcontent via the outbound interface.

The first challenge for the firewall is to assemtble datagram which will be 256KB in size,
this is approx 2mS on the wire, then it has to essds, then if satisfied it has to re-fragment
and send on its way, so that is another 2ms, sa#this Sms of additional latency

The second challenge for the firewall is to re-fnegt datagram in exactly the same way,
which it should do under normal circumstances.

Add to this the quantity of 256KB burst per secped client, which is dependant on video
resolution.

DV 25 = approx 4MB/S do that is 16 x 256KB burstés pecond

DV 50 = approx 8MB/S do that is 32 x 256KB Burst pecond

MPEG Il Browse uncompressed audio is approx 1IMRB/$hat is 4 x 256KB bursts per
second

Then multiply that by the number of clients, socliénts need 2.5MB of high speed memory
available to the firewall, remember to processigi Ispeed this need to be executed in hard
ware not software which would add huge amountsateiicy.

This becomes an onerous task for most firewalkhe@eneral recommendation is not to
firewall ISIS video traffic. I.E. set up rules taa@ude the ISIS traffic based on four criteria:
* ISIS source networks
* Client destination network
« UDP
» Ports 4000 - 4399 (version 1.0 -1.3)
» Ports 4200 - 4599 (from Version 1.4)

But firewall everything else!

But this may not work for all firewalls because ewehen rules for exclusion are set, the
firmware in the firewall device may still complaaout the number of fragments and
identify this is a risk, or even continue to cldble traffic.

Another challenge is for the firewall to re-fragnh@nthe right order, some testing proved
that with a load on 1-2 clients the firewall untiest could cope, but when this was increased
to 10 clients the firewall under test began to deatine way it applied fragmentation
outgoing stream from ISIS toward the client anddsgacket out of order, hence corrupting
the data!

Note - The port numbers for data transfer betwédientcand ISB as well as those for
incoming message traffic from the index serverSB's are all chosen from the range
4000-4399 on a dynamic basis. That is, not all@g@®s are in use at any time, but
the ports in use will vary over time over this emtiange. The wide range of ports
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(400 UDP ports) is used by ISIS as a tracking meisha of the UDP segments that
are exchanged between the ISIS server blade ari8iBelient.

"Note -The reason for port number changes in IS4Sdfers to a conflict between
Interplay Production requirements and ISIS. Therlay Production AIF Lookup
Service, the LUS (Jini/Apache River) uses port 4f80ts discovery mechanism

Prior to version 1.4 the ISIS client cycled throymirts 4000 - 4400 by default even
though it has only a handful of these ports opesnag, it pokes holes in the firewall

for all of them at boot time. Since 4160 is reqdifer JINI then the ISIS team had to
make a decision to move the ISIS ports to 42000946 avoid any conflict."

6.4 What about Interplay Production?

Firewalling the Interplay Production traffic is nofproblem, because it this is low bandwidth
data packets, so do not burden the firewall, dlsy tire not so sensitive to latency as the real
time video. It is the ISIS content which is thedbem for the firewall.

6.5 What ports are used?

The TCP and UDP ports used but ISIS, Interplay\&i@¥ are available from
http://avid.custkb.com/avid/app/selfservice/search.jsp?Docld=243397

Also see Avid Products and Network Site PreparaBarde[[373751] MAY 2011

http://avid.custkb.com/avid/app/selfservice/seaspf?.Docld=373751
Avid Products and Network Site Preparation Guide » 0130-30628-01 Rev. A » May 2011 « Created 5/16/11

This was taavoid a potential port conflict with Interplay Productiavhich used UDP port
4160 with its communications. The use of port 4i68ssociated with the underlying JINI
architecture.

=
6.6 Why did ISIS ports used Change in ISIS V1.47? '

6.7 Successfully tested firewalls

This section is a subset of the documents whichbeaiound at on the Avid Knowledgebase
at URL: http://avid.custkb.com/avid/app/selfsee/search.jsp?Docld=244245

In Q3/2010 there have been two successful testiagtevith ISIS, the newer generation of
firewalls that do not automatically re-assemblgifn@nted UDP datagrams should not face
the same challenges, as traditional firewalls aepee when faces with ISIS video traffic.

6.7.1 Juniper SRX 3400

Testing at customer site in May and August 2010
* Juniper SRX 3400 POC testing (customer site) (A0
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— 128MB/S successfully

— This was the limit only because of available ISié#dware and clients
» Dual ISIS Engine with ISS1000, 2 clients.

— s/w version 10.2

— More work to do in testing

— minimal additional latency

6.7.2 Cisco ASA 5500-40
Testing at Cisco Proof of Concept labs site in Seyier 2010

» Successful PoC testing with Cisco ASA 5580-40
— 300MB/S passed successfully
— This was the limit only because of available IS&édware and clients
* Asingle ISIS Engine with ISS1000, 5 clients.
indicative of higher bandwidth capability
with minimal additional latency
s/w version 8.3.1

6.7.3 Cisco FWSM for Catalyst 6500 — Limited suitab ility
Testing at Cisco Proof of Concept labs site in &aber 2010 using s/w version 4.1(2)

» with SIGNIFICANT additional latency
* limited throughput max 30MB/S
» the 24 fragment “bug” has been overcome

Prior to 4.0(2) code, the first packet of a UDPmection could not be more than 8500 bytes.
With the following releases this limitation has bexercome and this product can now
successfully pass AVID ISIS traffic. However thesa firewall with an old architecture and
processor, therefore not powerful enough to supgorh an intensive task as reassembly and

fragmentation of such large datagrams. P
7.0 Security Recommendations ‘

Avid Security Guidelines and Best Practices / Basictice
http://avid.custkb.com/avid/app/selfservice/seasgi?tDocld=239659

Avid Microsoft Service Pack and Security Bulletinldendum

http://avid.custkb.com/avid/app/selfservice/seaspi?Docld=239659

7.1 Applying Security in Network design?

Each customer has a different approach to secanty policies to which IT based systems
should adhere to. However it must always be undedsthat the prime function of an
ISIS/Interplay Production system is the productdrideo content. However, Interplay
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Production and iNews solutions also offer systeameints which may require deployment in
the corporate network or require a high level ¢éiaction with external network services.

There are several different approaches to app@&ogrity and this section is not aimed at
providing a definitive best practice, detailed eguafation of network devices or
authentication and authorization protocols, as suahtices this will be different in each
opportunity and will change with different vendatigions. The objective is to provide some
high level examples of suitable approaches.

While the ultimate solution would be to provideegparate PC for the video network and a
separate PC for the corporate network, this mayaatcceptable or practical due to
workflow requirements or for reasons such as apsice, power usage, or perhaps lack of
available structure cabling for network connections

7.1.1 Mezzanine network

The video production network is a critical systemd aeeds to be protected from network
activities on external networks. The corporate ioekws also a critical system and needs
protection from a system which may have differedusity policies and requirements such as
a video production network. Real time video produrctraffic is not suited to firewall
inspection for reasons stated elsewhere in thismeat (section 6).

A solution which has been deployed on many cust@ites is to use a Zone 3 environment
for clients which have a strong relationship wifiS/Interplay Production i.e. need real-time
video, and have a strong relationship to exteredkarks. A good example of this is iNews
Instinct client which needs access to video andisi@ecess to an existing iNews
implementation which exists in the corporate nekyand also has standard iNews clients in
the corporate network.

A

The concept of Zones in an ISIS environment ardagxg@d elsewhere in this document I-

(section 1), and a Mezzanine network in this emnment is one or more Zone 3 networks,

i.e. a separate IP subnet (s), which connecthe@d3IS Border switch. This allows the ‘
separation of layer 2 broadcast traffic; the usacakss lists within the border switch; and the

use of a perimeter firewall between the producéowironment and the corporate

environment where there is no need for real tindewi It is this “gateway” that can enforce

more stringent security policies.

An example of this method is depicted below.
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Figure 17 - Zone 3 Mezzanine Network Example
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Another benefit of this design method is that pdowy all the necessary “heartbeat” services
exist within the production environment, it candigconnected from the corporate network,
by “raising the drawbridge”, during a security sition. While there will be a loss of access
to corporate services such as email, web and sinatecrk storage, TV content can still be
generated!

7.1.2 Using VMWARE

One way to achieve the dual PC objective with glsidevice is to use VMWARE to host a
second virtual PC environment which is connecteahntexternal network, via a dedicated
network interface. There are several variablesaated with this approach, and VMware
deployment options are not addressed in detailinvithis section.

The Host PC would be used to run the Avid editipglieation and the Virtual PC would be
used for access to corporate applications. ThealiRC is not active/enabled/running while
the Avid editing application is in use. The host & the virtual PC can use different
security profiles, for example the host PC maythenAvid supported Norton Antivirus
solution, while the virtual PC might be running Mea.

This has been used successfully in a large scajeghiwhere the emphasis was on cost
containment as well as security. Key details avergbelow.

The version of VMWARE USED was VMWARE ACE. This g&n consists of an
administration console which allows the creatiocrafate virtual machines packages.
Then each package requires 1 client license whisnristalled.

In 2006 when the system was scoped, Admin congmade was about 800€ per
license and only one is required. Each cliennisgecost around 90€

A

http://www.vmware.com/products/

=]
Although there were significant cost savings ordhare, the virtual machine still '
required application licenses for the commercialli@ptions that would exist in the
virtual PC.

Return on Investment?

If the cost of a second PC suitable for the offipplications was €600, and costs of
the VMWARE license was € 100 approx, this reflecgaving of €500 per seat, on a
100 seat system that represents a €50K savingapliefore additional desk space
and power is considered an other associated sersuad as support and
administration of additional hardware.

How was it installed?

Application side: Create a new VM computer with6B virtual drive and 512MB
of virtual RAM. The VM solution consisted of a ffuhstallation of windows XP in a
virtual environment along with other required apgtions (like Office pack, PDF
reader, etc...).
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Then a SYSPREP was made at the end of the instatth could be applied to all
target clients, via an MSI package, either via aua&install from an a external drive
or share, or via the network, however caution sihdel used on a network based
install as each time it is implemented each cliewill generate approx 10GB of
network traffic and an MSI push of a new packagdacause and extreme peak
network load.

Using the SYSPREP method may not be suitable famplementations depending
on the VMware options and workflow requirementsficavhich can

Hardware requirements?

The computer required 1GB RAM more than the nornadl specifications.

A second network interface was required. The cosmpuged already had a
supplemental Intel Pro/1000MT network adaptor tsiéable for use with ISIS, so
the on-board NIC was used by the virtual machimg and which is connected on a
the office VLAN, and not on the ISIS production LAN

How was Editing System configured?
Basically like every editing system. Nothing chasmg&cept for loading the VMware
software.

Points to note:

1. Initially this system was based on VMware ACE Versi but since the
project concluded the customer has upgraded to MRIWEE Version 2

2. The network adaptor configuration must ensure ttetdaptor for the virtual
machine is not use by the physical one, and vicsave

3. Now it is possible to copy-paste text between ineial PC and the Host PC.
This feature works well in the last VMware ACE vers2.x which was not
supported in VMware ACE version 1.x.

4. USB key security. If the USB key mounting is petted in the Virtual
machine it cannot be denied in the host machine.

5. Memory usage issues. On machines that did nohget&B RAM
supplement, sometimes there are problems of meusage since they
upgrade VMware ACE in the latest version VMware A@Gitsion 2.X.

6. The method for Upgrades, such as applying an X¥Acgepack or application
update will depend on the deployment objective e Option is to allow
upgrades to be applied locally just as on a reahtlAlternatively site
policies might dictate that no local upgrades amenitted and a new MSI
package must be created to ensure all virtual B&&m approved image.
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Depending on the setup and site policies, sharatg bletween host and virtual system might
be allowed “internally” or might only be permittéexternally” via a mapped/ftp drive which
is available to both systems and both networks.

Using an external drive/share/FTP can enhanceiggsignificantly, because real time file
scanning can exist on the shared server, in fawight be two separate servers connected
with a firewall in between but which appear asshme drive letter on both the host PC and
the virtual PC.

7.2 Internet connectivity restrictions?

Avid has no defined policies for internet accesslint devices because each customer has
their own policies.

General recommendations that devices in Zone fie Benied access by use of access lists in
the border switch such as the Catalyst 4900M dB848nd possibly elsewhere by firewall)
and that devices in Zone 3, are permitted accasaogess lists in border switch (and

possibly elsewhere by firewall).

Zone 1 and 2 devices are generally servers or eddfirs so do not require internet access,
and any software updating is likely to be furnishgdan internal server. This status should
also be applied to Zone 3 deployed Interplay Pawese and similar/related appliances.

Zone 3 or 4 devices are likely to be Interplay PalMnt application and News Editors and
may require access to other corporate systems ahdased applications.

Devices in Zone 4 are on the corporate LAN willmatly use customer define policies.

Beyond that any use of proxies for web or othetiagtions is entirely at the discretion of
the customer policies and should not affect théoperance of Avid applications.

The successful deployment of access lists are sbatedependant on the IP addressing
schema, covered elsewhere in this document. Howikisedocument does not give advice of )
developing access lists for use in Cisco of Brodaaeer 3 switches. .

8.0 Network Management and Monitoring ‘

Network Management and Monitoring covers a widegeaof discipline and mean different
thinks to different users, to some it is about SNKktFothers it is about RMON, or perhaps
link monitoring.

There are big name products such as HP OpenViestleRock SNMPc, Solar Winds, and
independent providers such as Loriot Pro, OPManélgen a there are vendor specific
products such as Cisco Works and Foundry IronViduckvconcentrate on their own
networking products, and then open source solusanh as MRTG, RRDtool and Cacti
products. Each provides a different and overlagppéature set.

ISIS & Interplay Production do not have a strongadeSNMP features. Being very bespoke
systems, they have there own management platfoutisiterplay Production can output a
MIB of the system at a “moment in time”. They camd a basic trap or email alert to a
Network Management System (NMS) which will invikeetqualified operator to interact with
their local GUI monitoring systems.
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Below are details of some products that have beed an customer sites or investigated in a
lab environment.

POWERSNMP FREE MANAGER

A freeware, full-featured SNMP Manager applicatmnlt using PowerSNMP for .NET.
Discover network hosts, browse MIB trees, and a@ahetwork requests. Suitable for
lightweight to moderate management tasks.

http://www.dart.com/psnet_free.aspx

OPINION: This is very good for checking out BasiMP functionality

MRTG

The Multi Router Traffic Grapher, or just simply MB, is free software for monitoring and
measuring the traffic load on network links. Itoalls the user to see traffic load on a network
over time in graphical form.

It was originally developed by Tobias Oetiker anav® Rand to monitor router traffic, but
has developed into a tool that can create grapthstatistics for almost anything.

http://en.wikipedia.org/wiki/MRTG
http://oss.oetiker.ch/mrtg/index.en.html

What it does...You have a router, you want to knovatwhdoes all day long? Then MRTG
is for you. It will monitor SNMP network devicesadraw pretty pictures showing how
much traffic has passed through each interface.

Routers are only the beginning. MRTG is being usegtaph all sorts of network devices as
well as everything else from weather data to vegdnachines.

MRTG is written in PERL and works on Unix/Linux a&ll as Windows and even Netware
systems. MRTG is free software licensed under the GPL.

13.6 M
10,2 M {eioiooie

e {:%ﬁlﬂwibﬂuhf

0.0 M ool ) - h [
10 12 14 16 18 20 22 o 2 4 6 & 10 12 14 16

Bitz per Second

OPINION: A great tool for monitoring a small numhEmetwork interfaces but could be
more challenging as the number of devices and imk®ase, for which Cacti is a natural
progression. Fairly easy to get going on a Wind#®splatform, will need Perl but
documentation is good and easy to follow.

CACTI
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Cacti is an open source, web-based graphing t@ijded as a frontend to RRDtool's data
storage and graphing functionality. Cacti allowssar to poll services at predetermined
intervals and graph the resulting data. It is gaiheused to graph time-series data like CPU
load and bandwidth use. A common usage is to guetwork switch or router interfaces via
SNMP to monitor network traffic.

http://en.wikipedia.org/wiki/Cacti_(software)

http://www.cacti.net/

Cacti is a complete network graphing solution desigto harness the power of RRDTool's
data storage and graphing functionality. Cacti mles a fast poller, advanced graph
templating, multiple data acquisition methods, asdr management features out of the box.
All of this is wrapped in an intuitive, easy to useerface that makes sense for LAN-sized
installations up to complex networks with hundretidevices.

cacti - Magilla Firelss
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OPINION: To some extent Cacti is a much more fedlttired version of MRTG which can
be applied to larger systems with lots of interface
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PRTG http://www.paessler.com/prtg

PRTG Traffic Grapher is the perfect small tool oiick and easy bandwidth monitoring via

SNMP, NetFlow and packet sniffing. It installs ifieav minutes and provides current and
historic bandwidth usage data for your network
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PRTG Network Monitor is the powerful network momity solution from Paessler AG. It
monitors your network using a whole range of tedbgies and assures the availability of
network components and measures traffic and ustaggves costs by avoiding outages,
optimizing connections, saving time and controllgggvice level agreements (SLAS).

A freeware version of both products are availalhéctv monitor up to 10 interfaces which
will be fine for small installations, to look at &dink utilization, and selected 1Gigabit
Ethernet interfaces.

CASTLEROCK

Castle Rock Computing SNMPc, is a secure distribnetwork management system which
delivers proactive real-time monitoring for youttiem network infrastructure. Advanced
product features and legendary ease of use have ®dr 120,000 network managers
trusting SNMPc to monitor their mission criticattwerks.

Key Product Features:

Monitors SNMP devices, WAN Links, Servers and Apations
Supports SNMP v1, v2c and secure SNMP v3

Scalable, Distributed Architecture

Email/Pager Event Notification

Vendor Independent - Manages any SNMP device froyrvandor
Key Network Metrics (e.g. Utilization)

Automatic WEB & Printed Trend Reports

Live/Standby Servers with automatic failover

Automatic Baseline Alarms

Runs as Windows Service

Remote Console & JAVA Access

Real-time MIB Displays

Automated Network Discovery

Programming & Scripting Interfaces

http://www.castlerock.com/products/snmpc/defaulp.ph

LORIOT PRO

http://www.loriotpro.com/Products/Features/Summénge Edition _EN.php

The freeware edition of the LoriotPro software giyeu access to a powerful graphical
SNMP manager. This free Windows-based softwaresh@p to access SNMP devices, to

create IP network maps and directory maps, marfageuters, to analyze SNMP requests, to

perform SNMP get and set requests, to compile M fto browse MIB tree, to receive
events and SNMP trap, to discover networks ancshSREEWARE EDITION LIMITED
TO 10 HOSTS)

OPINION: Seems very comprehensive, but then treese imuch, it will need good amount
of time investing to get the best out of it.

OPMANAGER
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OpManager is a complete, end-to-end Network & Ffastructure monitoring platform that
offers advanced fault and performance managemeosatVAN, VoIP services, network
devices, servers, applications, databases and l@thefrastructure such as printers, UPS etc.
(FREEWARE EDITION LIMITED TO 10 HOSTYS)

http://manageengine.adventnet.com/products/opmahage

OPINION: This is very good package for trap manageinand basic device management but
getting the port throughput traces proved challeggOnly tried on network switches.
Probably need more time investing to get the besbbit

9.0 DNXHD in Zone 3 and 4

The deployment of DNxHD edit clients in Zone 4 vmas a workflow significantly deployed
in ISIS 1.x solutions. The ISIS 2.0 platform (ialty release DEC 2008 ) makes this a
scalable solution.

A Zone 4 deployment relies on the customer proviuetvork delivering suitable bandwidth
with a latency figure of less than 5mS (measuregtd RATHDIAG).

Avid have validated this solution in the testingck#bed below, using a multiple switch hops.
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9.1 Test Setup:

A single ISIS 2.0 Engine was connected via a siafl@é path to a Cisco Catalyst 6500
switch and then via four 4948-10GE switches. A lgrangine is rated to provide 400MB/S.

The standard “2 second cut” based sequence wasagdedt media which places a
significant burden on the ISIS and the Editor.gdhit Ethernet connected editing clients
were configured to pull a minimum of stream 2 x DAER streams with 8 Audio streams.
Total load of Zone 4 clients was 385MB/S, whicheeas projected Bandwidth demand of
the CUSTOMER work flow. (16 x DNx120 streams = RMBS)

9.1.1 Test Equipment

1 SR2500 System Director, Windows XP embedded B8&-bervice pack 2 with ISIS 2.0.1
gold build

1 ISIS chassis with 2 ISS2 switches & 16 2-TB 188t ISIS 2.0.1 gold build; single 10 Gb
Ethernet connection (no link aggregation), mirronetkspace & 512KB chunk size

1 Cisco 6509 & 1 WS-X6748-GE-TX module for 1 Ghkeali connections & 2 WS-X6704-
10GE modules for 10 Gb Ethernet connections betwegiches (no link aggregation), with
I0S 12.2(17d)SXB7 & EIGRP enabled for routing; z@&®witch

4 x Cisco 4948's with 10S 12.2(25).EWA10 & EIGRPabied for routing; zone 4 switches

5 HP XW8600’s, Vista 64-bit clients & service packintel Pro 1000 PT dual port network
adapters with driver 9.12.30.0 (part of 13.3 paelagth ISIS 2.0.1 gold build & Media
Composer 3.5 gold build, (no Interplay)

9.1.2 Test Results '

Test 1

Playback 4 clients @ DNxHD220 3 video & 8 audick®& 1 client @ DNxHD220 2 video S
& 8 audio tracks on Zone 3 switch — Pass; 0 skigpmtdes, fill rate = 30 frames/sec for 3 '
video track clients & 50 frames/sec for 2 videckralient '

Test 2

Playback 4 clients @ DNxHD220 3 video & 8 audicka& 1 client @ DNxHD220 2 video
& 8 audio tracks on 1st Zone 4 switch (1 hop awayfISIS) — Pass; 0 skipped frames, fill
rate = 30 frames/sec for 3 video track clients &ranes/sec for 2 video track client

Test 3

Playback 4 clients @ DNxHD220 3 video & 8 audick®& 1 client @ DNxHD220 2 video
& 8 audio tracks on 4th Zone 4 switch (4 hops aV&$) — Pass; 0 skipped frames, fill rate
= 30 frames/sec for 3 video track clients & 50 femfsec for 2 video track client
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9.2 Test Summary

PATHDIAG Network Connectivity Latency — millisecosd

0 MB/S Load 385 MB/ Load
LO HI AVG DELTA | LO HI AVG DELTA
Z3 Z3
Zone 3 0.806 | 1.064 | 0.896 0.631 | 5.445 | 1.643

Zone 4, 1 hop 0.851 |1.080 |[0.937 |0.041 |0.611 |5.470 |1.471 |(0.172)

Zone 4, 4 hops 0.847 | 2.866 |0.940 | 0.044 |0.656 |5.45 1.709 | 0.066

The table above shows the latency measurements teskeg the PATHDIAG network
connectivity function which sends and 8192 PIN@¢#ed, in this testing, to the ISB blade
in the ISIS engine from an Avid client in each loé test scenarios. The average difference
based on differences between Zone 3 and Zone 4slibd.ess that 0.1 millisecond with or
without loading, the majority of the increase itNE time being due to loading in the ISIS.

PathDiag

e

0.25] 121 121

The averages were taken based on 120 pings, aweri2es and shown in the screen shots
above.

This proves that the desired goal should be eastyevable on a suitable enabled customer
network. However network consultancy services féwid should always be engaged when
this is a project deliverable
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APPENDIX A. How to integrate Interplay Production
Engine in trusted domain environments

Thanks to Ralf for this content

Scope
This document explains how to integrate the Intrfiingine server into a trusted domain

consisting on an office and production domain. Sersiwithin the office domain can be used
for authentication on the Interplay Production egrss.

Scenario

1. Existing Office domain (naming OFFAD)

2. Existing Production domain (naming PRODAD)

3. Outgoing trust from PRODAD to OFFAD

4. User group (naming AvidUsers) within the OFFABDigh should be used for
authentication on Interplay Production (using import feature within the admin client)

OFFAD Interplay
PRODAD Engine

TP >
il i % TRUST &§

AvidUsers Internal User

Configuration requirements

1. Administrator username and password from OFFAD

2. All machines joined their respective domaing, smachines within the PRODAD
Network, the PRODAD domain etc. The Interplangiee machine(s) should also
join the PRODAD domain. In case of a clustarfiguration the cluster service
account should be created within the PRODAD aiom

3. Create NXNServer execution user account withen@FFAD domain
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Interplay Production users within the PRODAD are nd able to
authenticate on the Interplay Engine after the chages, they must be
created internal or imported by other authentication providers (Unity,
LDAP)

Configuration steps

A. Standalone Interplay Production Engine

1. Specify the NXNServer execution user accouningdunstallation of the Interplay

Engine or use the change tool. The installer aaddbl will add the user
automatically to the local administrator group.

2. verify proper change by opening the taskmanpgeress list and check the
NXNserver process owner.

3. Import the AvidUsers group within the InterpRBgsoduction Administrator client

B. Clustered Interplay Production Engine

1. Create a cluster service user account withil@READ. Add the user to the
following security policy settings:

Act as part of the Operating System
Adjust memory quotas

Backup operation

Increase scheduling priority

Log on as a service

Restore files

Manage audit

Impersonate a user

Debug programs

2. Specify the NXNServer execution user accounindunstallation of the Interplay

Engine or use the change tool. The installer aaddbl will add the user
automatically to the local administrator groMrify the registry contains the
Execution user settings correctly!

3. Reboot cluster and change the cluster serviceuat within the service control
panel of the cluster service user account widiFAD.

4. Reboot and verify proper startup of all clusesources

5. verify proper change by opening the taskmanpgmress list and check the
NXNserver process owner.

6. Import the AvidUsers group within the InterpRBsoduction Administrator client
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APPENDIX B. Switch configuration tips & good pract  ices

This is not an exhaustive list of best practicegh@se may vary from site to site based on
customer policies and procedures and security regpants.

B.1 Document your configs with DESCRIPTIONS

Use the description command to apply simple deSeono interfaces and VLANS
such as AIRSPEED, MEDIA INDEXER, INTERPLAY ENGINE

In Foundry the name or port-name command is used.

A simple description
conft

interface g1/1
description AIRSPEED

CISCO

PWDEMO-Cisco4948#conf t

Enter configuration commands, one per line. End wi th CNTL/Z.
PWDEMO-Cisco4948(config)#int t1/49

PWDEMO-Cisco4948(config-ify#desc CONNECTION TO ISIS VLAN LEFT
PWDEMO-Cisco04948(config-if)#int t1/50

PWDEMO-Cisco4948(config-if)#desc CONNECTION TO ISIS VLAN RIGHT
PWDEMO-Cisco04948(config-if)#exit

PWDEMO-Cisco4948(config)#exit

PWDEMO-Cisco4948#

FOUNDRY

telnet@ETSG_SWITCH#conf t

telnet@ETSG_SWITCH(config)#

telnet@ETSG_SWITCH(config)#int e 22
telnet@ETSG_SWITCH(config-if-e1000-22)#port-name SY STEM UNDER TEST D-
SHEPHARD

telnet@ETSG_SWITCH(config-if-e1000-22)#exit

telnet@ETSG_SWITCH(config)#

B.2 Setting Spanning tree to Rapid Spanning Tree

CISCO

PWDEMO-Cisco4948#conf t

Enter configuration commands, one per line. End wi th CNTL/Z.
PWDEMO-Cisco4948(config)#span
PWDEMO-Cisco4948(config)#spanning-tree mode rap
PWDEMO-Cisco04948(config)#spanning-tree mode rapid-p vst
PWDEMO-Cisco4948(config)#exit

PWDEMO-Cisco4948#

PWDEMO-Cisco4948#

FOUNDRY
Biglron(config)# spanning-tree 802-1w
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or

Biglron(config)# vlan 10
Biglron(config-vlan-10)# spanning-tree rstp

B2.1 Spanning tree cost

When costing up links this can be done on a pé&rhasis or on a per VLAN basis across a
given link

PER LINK/INTERFACE
PWDEMO-Cisc04948(config-ify#spanning-tree cost 10

PER VLAN, PER LINK.INTERFACE

PWDEMO-Cisco04948(config-if}#spanning-tree vlan 10,2 0 cost 10

B.2.2 Spanning Cost type
Spanning tree cost can be Long or Short, diffevahie applied as per the links below

http://www.cisco.com/en/US/docs/switches/lan/cat®$00/12.1/12.1e/command/reference/
S1.html#wp1029022

Usage Guidelines

This command applies to all the spanning tree nt&s on the switch. A
=]

Thelong path cost calculation method uses all the 32fbrtpath cost calculation and yields

values in the range of 1 through 200,000,000.

Theshort path cost calculation method (16 bits) yields ealin the range of 1 through l

65,535.

Examples

This example shows how to set the path cost cdlonlanethod to long:

Switch(config#) spanni ng-tree pathcost nethod | ong
Switch(config#)

This example shows how to set the path cost cdlonlanethod to short:

Switch(config#) spanni ng-tree pathcost nethod short
Switch(config#)
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http://en.wikipedia.org/wiki/Spanning Tree Protgtidhta rate and STP path cost

Data rate and STP path cost

The table below shows the default cost of an iat&ffor a given data rate.

Data rate STP Cost (802.1D-19983TP Cost (802.1t-2001)

4 Mbit/s 250 5,000,000
10 Mbit/s 100 2,000,000
16 Mbit/s 62 1,250,000
100 Mbit/s19 200,000

1 Gbit/s 4 20,000

2 Gbhit/s 3 10,000

10 Gbit/s 2 2,000

B.3 SET primary switch as STP master root primary
Spanning tree settings must be done for each VLAN

PWEMO-Cisco4948#conf t

PWDEMO-Cisco04948(config)#spanning-tree vlan [NUM] r oot primary
PWDEMO-Cisco4948(config)#exit

PWDEMO-Cisco4948#

The command that actually gets entered in to Qisnaing config will look like this
spanning-tree priority 24576 but the number will be change depending on the MLA
numbers.

FOUNDRY
Biglron(config)#spanning-tree priority 24576

Syntax: [no] spanning-tree [forward-delay <valu¢fjello-time <value>] | [maximum-age
<value>] | [priority <value>]

Here is the syntax for port STP parameters.

Syntax: [no] spanning-tree ethernet | pos <portnpath-cost <value> | priority <value>
priority: Possible values: 1 — 65535. Default iF88. A higher numerical value means a
lower priority;

thus, the highest priority is 0.

B.4. SET secondary switch as STP root secondary
Spanning tree settings must be done for each VLAN
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PWEMO-Cisco4948t#conf t

PWDEMO-Cisco4948(config)#spanning-tree vlan [NUM] r oot secondary
PWDEMO-Cisco4948(config)#exit
PWDEMO-Cisco4948#

The command that actually gets entered in to Qisnaing config will look like this
spanning-tree priority 28672 but the number will be change depending on the MLA
numbers

FOUNDRY
Biglron(config)#spanning-tree priority 28672.

B.5 Deploy BPDU guard on all ports that use PORTFAS T

Ensure that all appropriate ports that use the FENSIT setting are protected against
BPDUs

The PORTFAST setting should only be used on pdat®l10G that connect clients and
servers
* 10G ports which face ISIS switches should NOT aseportfast setting
* 10G ports which connect to other switches (e.0Mto 4900M inter-switch link,
or 4900M to cascaded 4948)

BPDU Guard will administratively shutdown any pattich receives BPDUSs.

LAB-4948-10GE-S(config)#spanning-tree portfast bpdu guard default

This is a global command. l

Also consider that when STP BPDU guard disableptht the port remains in the disabled -y
state unless the port is enabled manually. Youcoafigure a port to re-enable itself '
automatically from the errdisable state. Issuedlsmsnmands, which set the errdisable- ‘
timeout interval and enable the timeout feature:

Cisco I0S Software Commands
CatSwitch-10S(config)# errdisable recovery cause bp duguard

CatSwitch-10S(config)# errdisable recovery interval 400

Note: The default timeout interval is 300 seconud, &y default, the timeout feature is
disabled.

For more information see:
http://www.cisco.com/en/US/tech/tk389/tk621/tectagdés_tech note09186a008009482f.shtml
[url active MAY 2011]
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Note spanning-tree bpduguard can be enabled indilhdon any interface which is not
protected by PORTFAST

B5.1 Use ROOT GUARD on any interfaces that cascade to other switches

Even though the root Primary and root secondarjcewnay be set, there are still situation
which they can be superseded. ROOT GUARD can civemtthis.

For example in a typical 4900M HSRP configuratiathveascaded 4948 switches this
should be enabled on all ports 4900M ports whimhvrdink to a 4948 or that are unused on
all

spanning-tree guard root

LAB-4948-10GE-S(config)#interface TenGigabitEtherne t1/4
LAB-4948-10GE-S(config-if)# spanning-tree guard roo t
LAB-4948-10GE-S(config-if)#

CISCOLAB-4948-10GE-S(config-if)#do sh run int t1/4

interface TenGigabitEthernetl/4
switchport access vlan 10
switchport mode access
spanning-tree guard root

For more information see:
http://www.cisco.com/en/US/tech/tk389/tk621/tecltugiés_tech note09186a00800ae96b.shtml

[url active MAY 2011]

Using both on an intereface is not required as R@WRARD is subordinate to BPDU

GUARD
spanning-tree bpduguard enable
spanning-tree guard root

What Is the Difference Between STP BPDU Guard and 8 Root Guard?

BPDU guard and root guard are similar, but thepawt is different. BPDU guard disables
the port upon BPDU reception if PortFast is enalbledhe port. The disablement effectively
denies devices behind such ports from participad®TP. You must manually re-enable the
port that is put into errdisable state or configemelisable-timeout.

Root guard allows the device to participate in $ERong as the device does not try to

become the root. If root guard blocks the portsggjuent recovery is automatic. Recovery
occurs as soon as the offending device ceasesdossg@erior BPDUSs.

B.6 Use the no shutdown command on all VLANS

Because new VLANSs are shutdown [off] by defaultkenaure you use the shutdown
command.

Layer 2 interfaces are on by default

Network Requirements_for_ISIS_and_Interplay_ Prddact1.9.doc Page 102 of 110

AVID



AV

Layer 3 interfaces (routed or switched) are oftleyault.

PLEASE DO MAKE SURE THATVLAN1 IS SHUTDOWN

B.7 Use the shutdown command on all unused interfac es

Because all Layer 2 interfaces are on by defdult,a good security practice to use the
shutdown command, and add a description as SHUTDOWN

CISCO

PWDEMO-Cisco4948#conf t

Enter configuration commands, one per line. End wi th CNTL/Z.
PWDEMO-Cisco4948(config)#int g1/40

PWDEMO-Cisco4948(config-ifyj¥desc SHUTDOWN — INTERFA CE NOT USED
PWDEMO-Cisco04948(config-if)#exit

PWDEMO-Cisco4948(config)#exit

PWDEMO-Cisco4948#

If not being used

B.8 Enable secret

It is important to apply aanable secret to all configs, usually during the install phasis th

will be a simple password suchag& which will be changed by the customer after system
handover. Don’t waste time with @nable password  as this offers backward compatibility

with Pre 12.x 10S images (last used in the 1990&yer deployed with any Cisco Catalyst g
4948 or 4900M, and it just adds confusion, alss superseded by @&nable secret '

anyway.

B.9 Password encryption

Encrypting passwords is a good thing to do, busiidgthis should only be done after

system handover.
PWDEMO-Cisco4948(config)#service password-encryptio n

This will apply Cisco level 7 encryption to all eletext passwords such as line console and
VTY

Theenable secret  is encrypted at Cisco level 7 by default

B.10 Enable telnet
Telnet is not enabled in a Cisco 4948 by defaulidbenable in a Foundry by default
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A Cisco switch will need the following commandsataable telnet
line vty 0 4

password avid

login

A Cisco switch will need an enable secret befol@ahg telnet access, this is in addition to
a telnet password, but the can be the sameeid).

B.11 Enable synchronous logging

When synchronous logging is enabled, informatiemi sent to console will not interrupt the
command you are typing. The command will be mowea new line

line con 0

logging synchronous
stopbits 1

line vty 0 4

password avid

login

I

B.12 Get Putty 0.06

Hyper terminal which comes with Windows is lialylitt may corrupt data outside the main
display window.

Putty is freeware, and v0-60 supports serial goxis This product can be configured with a
large scroll back buffer. Can be re-sized and ruittiple instances to allow communications
with multiple devices concurrently.

B.13 Logging

* Logging is a great diagnostic tool
— Logging is normally to a console session only
— Logs do not persist a power cycle or reload
— Logging can be sent to and external server
» A syslog server
» Logging can be sent to telnet session
— Issue the command terminal monitor
— REMEMBER to turn it off!!
* no terminal monitor

B.14 Using a Syslog Server

* Many syslog implementations
— Usually part of a commercial SNMP packages
— Freeware applications are numerous
» Personal favourite is KIWI Syslog Daemon
— Which will also perform as a BASIC SNMP trap mamage
» Just to prove they are being sent!....and recelived!
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— Cisco commands
logging trap debugging THIS IS WHAT TO SEND
logging 10.134.87.87 THIS IS WHERE TO SEND

* Logging is only useful with time stamps
— That means the clock must be configured
— And the correct commands exist in the config file
— Which is the most useful output below?
7w4d: %SYS-5-CONFIG_I: Configured from console thyOv(10.134.132.86)
7w4d: %SYS-5-CONFIG_I: Configured from console lty0/(10.134.132.86)
*Sep 14 15:39:24: %SYS-5-CONFIG_I: Configured froomsole by vty0 (10.134.132.86)
*Sep 14 15:39:46: %SYS-5-CONFIG_I: Configured froomsole by vty0 (10.134.132.86)

Aug 5 15:15:56.124 UTC: %LINK-3-UPDOWN: InterfaGgabitEthernet1/0/2, changed
state to down

Aug 5 15:15:58.472 UTC: %LINK-3-UPDOWN: InterfaGegabitEthernet1/0/2, changed
state to up

— Sep 14 at 15:39 is a whole lot more useful thare@ks and 4 days!!

B.15 Timestamps

* service timestamps log uptime
7w4d: %SYS-5-CONFIG_I: Configured from console lty0/(10.134.132.86)

* service timestamps log datetime
*Sep 14 15:39:24: %SYS-5-CONFIG_I: Configured froomsole by vty0 (10.134.132.86)

* Also a command for Debug statements
— service timestamps debug uptime [datetime]
— This parameter need to be set to if you want angibke output when using
debug commands

— The default is uptime as no time may be set!!

service timestamps debug datetime
service timestamps log datetime

or even
service timestamps debug datetime msec localtime sh ow-timezone
service timestamps log datetime msec localtime show -timezone

B.16 Setting the Time

* The time can be controlled manually or by an NTiRexe
Switch(config)#ntp server 10.184.106.99
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Or depending on NTP setup

Switch(config)#ntp peer 10.184.106.99

Peers are a class that allows for both respondé$RoRequests as well as acceptance of NTP Updaltde,an NTP Server
will only respond to requests and not permittingates.

There is more information available from the INE€IEBlog -URL - http://blog.internetworkexpertraétag/ntp/ - that may
clear up some of the intricate detail.

* Must also set the timezone and daylight savingarmaters (or just use UTC)
clock timezone BST 1
clock summer-time BST recurring last Sun Mar 3&st Sun Oct 3:00
* Manually set the clock
Switch#clock set 17:30:00 14 SEP 2010
— NOT an exec level command!

For Europe

clock timezone CET 1

clock summer-time CET recurring last Sun Mar 2:00 | ast Sun Oct 2:00
For USA —

Clock summer-time EST recurring 2 Sun Mar 2:00 1 Su n Nov 2:00

See articles at:

http://www.networkworld.com/community/node/11875
And

http://www.ciscohelpcenter.com/blog/index.php/2@BJ16/daylight-savings-time-and-
cisco-ios-are-you-an-hour-behind

B.17 Show tech support
One way to extract a lot of information form a sshiis to use show tech-support

» Atool on Cisco and Foundry to do a dump of théesysand all the status
information
— Shows state of all interfaces in brief and detail
* Another reason why interface descriptions are irgay
— More information from Cisco than Foundry
* Approx 2MB from a 4948!
— Can be piped to a file on a tftp server
— 2611XM-BLUE#show tech-support | redirect
tftp://10.124.87.87/redirect-sh-tech.txt

B16.2 What is listed?
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What is listed varies between switch models andvemsions

show clock

show version

show running-config

show stacks

show interfaces

show controllers

show user

show data-corruption

show file systems

show bootflash: all

show cat4000_flash: all

show memory statistics

show process memory

show process cpu

show process cpu history
show cdp neighbors detail
show diagnostic result module all detail
show environment

show interfaces counters errors
show interfaces status

show interfaces trunk

show logging

show module

show mac-address-table count
show platform chassis

show platform cpu packet statistics
show platform cpu packet driver
show platform crashdump

show platform hardware interface all
VERY LONG SECTION!!

show platform health

show platform environment variables
show platform portmap

show platform software interface all VERY
LONG SECTION!!

show power detail

show spanning-tree summary

show vlan

show buffers

show inventory

show region

B17.2 Show tech-support - CAVEATS

* Use with caution from the Console port

— Output of a 2MB (4948) file will be very slow ardnnot be interrupted

— It will take SEVERAL cups of coffee to finish at @@bps!!

— Much faster via telnet at Fast Ethernet speed

— OKto PIPE from console port to TFTP server.

— 2611XM-BLUE#show tech-support | redirect
tftp://10.134.97.97/redirect-sh-tech.txt

— If capturing by telnet and copy/pasting into at tde, make sure application
has sufficient scroll buffer, Putty 0.6 can be cgufed for large amounts

— HyperTerminal or Telnet from Window CLI ....NOT AVISE

B17.3 How long does it take?

» Telnet Access to switch and PIPE via Gigabit Eteerto TFTP server

— about 10 seconds

» CLI access to a switch and PIPE via Fast Ethemanhégement port) to TFTP server

— About 60 seconds
e TELNET to CLI

— About 3 seconds at Gigabit Ethernet or 15 seconBast Ethernet

« Console to CLI

— About 2100 seconds, yes that is 35 Minutes!
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B.18 Handover Practices

One way to ensure easy review Cisco config fileutioentation would be to collect the
information below with three commands as part eflitandover pack

-- show version
-- show running-config
-- show interfaces status

The latter command will show which interfaces aserected and which have descriptions,
so connected interfaces without descriptions caedsdy identified without

Below is a sample

Port  Name Status Vlan Duplex Speed Type

Gil/6 notconnect 51 auto auto 10/100/1000-TX

Gil/7  >>Interlink VLAN connected 410 a-full a-1000 10/100/1000-TX
Gil/8 notconnect 51 auto auto 10/100/1000-TX
Gil/19 notconnect 51 auto auto 10/100/1000-TX
Gil/20 DOWNLINK TO 3750 V connected 51 a-full a-1000 10/100/1000-TX
Gil/21 notconnect 52 auto auto 10/100/1000-TX
Gil/22 connected 52 a-full a-1000 10/100/1000-TX
Gil/23 connected 52 a-full a-1000 10/100/1000-TX
Gil/24 notconnect 52 auto auto 10/100/1000-TX
Gil/25 connected 52 a-full a-1000 10/100/1000-TX

The additional commands are optional
-- show cdp neighbors detail

-- show spanning-tree summary

-- show vlan

-- show logging

B.19 Cisco Catalyst 49XX setting of the CONFIG regi  ster

Cisco 4948 switches supplied by Avid are configuréith a Configuration Register value of
0x2101, which means the switch will boot from thietflOS that appears in bootflash. Cisco
instructs you to set the Configuration Registedx2102, which means the switch will look
for a boot string that points to the 10S from whiolboot.

Appendix C Fault Finding Tips — TO BE ADDED

Add here Cisco fault finding tips

Network Requirements_for_ISIS_and_Interplay_ Prdadact1.9.doc Page 108 of 110

AV



Revision history

AV

Appendix D Full Revision history

Note Version for this document number DOES NOTdalyecorrelate to ISIS or Interplay
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